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miRTMC: A miRNA target prediction method
based on matrix completion algorithm
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Abstract—microRNAs (miRNAs) are small non-coding RNAs
which modulate the stability of gene targets and their rates
of translation into proteins at transcriptional level and post-
transcriptional level. miRNA dysfunctions can lead to human
diseases because of dysregulation of their targets. Correct
miRNA target prediction will lead to better understanding of
the mechanisms of human diseases and provide hints on curing
them. In recent years, computational miRNA target prediction
methods have been proposed according to the interaction rules
between miRNAs and targets. However, these methods suffer
from high false positive rates due to the complicated relationship
between miRNAs and their targets. The rapidly growing number
of experimentally validated miRNA targets enables predicting
miRNA targets with high precision via accurate data analysis.
Taking advantage of these known miRNA targets, a novel recom-
mendation system model (miRTMC) for miRNA target prediction
is established using a new matrix completion algorithm. In
miRTMC, a heterogeneous network is constructed by integrating
the miRNA similarity network, the gene similarity network, and
the miRNA-gene interaction network. Our assumption is that
the latent factors determining whether a gene is the target
of miRNA or not are highly correlated, i.e., the adjacency
matrix of the heterogeneous network is low-rank, which is
then completed by using a nuclear norm regularized linear
least squares model under non-negative constraints. Alternating
direction method of multipliers (ADMM) is adopted to numer-
ically solve the matrix completion problem. Our results show
that miRTMC outperforms the competing methods in terms of
various evaluation metrics. Our software package is available at
https://github.com/hjiangcsu/miRTMC.

Index Terms—matrix completion, miRNA target prediction,
recommendation algorithm.
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ICRORNAS (miRNAs) are short and important non-

coding RNAs that regulate gene translation or mediate
gene degradation in animals and plants [1]. miRNA is a
sequence of approximately 22 nucleotides (A, U, G, C). The
target gene is also a sequence composed of (A, U, G, C).
miRNA interacts with its target genes in a sequence manner
through the observations of biological experiment samples [2].
miRNA targets are usually defined as the complementary sites
within target genes pairing with the miRNA seed region. Due
to the fact that one miRNA may target multiple genes in
order to regulate gene expression, a complex many-to-many
relationship exists between miRNAs and genes. Recent studies
on miRNAs have shown that they play important roles in
many biological processes, such as cell growth and differ-
entiation [3], development [4], apoptosis [5], and others. The
dysfunctions of miRNAs can dysregulate their targets and thus
lead to many diseases including cancers [6]. Consequently,
predicting miRNA targets correctly will bring insight into
complex disease mechanisms.

Many biological experimental techniques, such as qRT-PCR,
luciferase reporter assays, western blot, differential expression,
and cross-linking immunoprecipitation (CLIP), have been de-
veloped to identify miRNA targets [7]. Biological experiment
is the most reliable way to identify miRNA targets, but it is
usually not only expensive and but also time-consuming. In
recent years, dozens of computational methods for miRNA
target prediction have been proposed [8]. These miRNA tar-
get prediction methods derive binding rules observed from
biological experiments. These rules determine miRNA targets
according to sequence complementarity scores, free energy of
miRNA-target duplex, cross-species evolutionary conservation
scores, site accessibility, and others [9]. Most of these methods
firstly seek the potential binding sites on target mRNA (3’-
UTR sequence) with the miRNA 5’ end sequence by using one
or two of the rules aforementioned. Then, scores measuring the
binding affinity, such as minimal free energy, sequence match
score, and so on, are calculated. Finally, filtering these scores
against the pre-specific thresholds is used to determine whether
the mRNA is the target of the miRNA or not. For example,
miRanda [1] predicts miRNA target by using the features
of seed pairing, free energy, and cross-species evolutionary
conservation. miRanda algorithm calculates the match score of
potential binding sites of each miRNA-mRNA pair by dynamic
programming and then computes the minimal free energy.
Finally, the results are processed by cross-species conservation
analysis. After seeking the potential binding sites on the
mRNA with miRNA, TargetScan [10] calculates the folding
free energy of these binding sites, and then the Z-score of each
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miRNA-mRNA pair, where the miRNA-mRNA pairs scoring
over a certain threshold is considered as true. TargetScanS
[11] is an extension of TargetScan by introducing conservation
features to replace the free energy feature to predict poten-
tial miRNA targets. RNAhybrid [12] predicts miRNA targets
by calculating the minimal free energy of miRNA-mRNA
pairs, assuming that miRNA binds to its target genes with
an energy optimized pathway. PITA [13] finds the potential
miRNA target sites and then builds a parameter-free model
for calculating the thermodynamic scores of potential miRNA
targets. MovingTarget [14] uses biological constraints, such as
the number of binding sites and the sequence complementarity,
to predict miRNA targets. Although these approaches can lead
to miRNA target predictions with certain accuracy, they often
suffer from relatively high false positive rates.

Machine learning methods, such as support vector ma-
chine (SVM) [15][16], ensemble learning [17], deep learning
[18]-[20], and many others, have been incorporated into the
sequence-based miRNA target prediction approaches to reduce
false positive rates. Most of these are supervised learning
methods, which are based on labeled training sets. However,
the positive samples are usually much easier to obtain than
the negative ones, which makes the method of collecting
negative samples important. SVMicrO [16] selects positive
samples from miRecords [21] and obtains the high quality
negative samples from 20 miRNA over-expressed microarray
data. A three-stage method based on seed match rules and
SVM is proposed to predict miRNA targets. MiRTDL [18]
predicts miRNA targets with a convolutional neural network
(CNN) using 20 features extracted from each sample. The
positive and negative samples used in MiRTDL are obtained
from TarBase [22]. deepTarget [19] uses two autoencoders to
extract the features of the miRNAs and 3’UTR sequences
of mRNAs, respectively. Then, an RNN (recurrent neural
networks) is trained to recognize the miRNA targets with
negative samples generated by the Fisher-Yates shuffle al-
gorithm [23]. DeepMirTar [20] is a miRNA target site level
prediction method based on stacked denoising autoencoders.
After selecting miRNA-target binding sites in mirMark [24]
data and CLASH [25] data by using miRanda [1], a stacked
denoising auto-encoder is trained to predict miRNA target
binding sites in DeepMirTar method. In summary, the success
of these supervised learning methods relies on extracting the
effective sequence features that are capable of differentiating
the positive and negative miRNA-gene association samples.
However, the power of these supervised learning methods is
limited when there is short of reliable negative miRNA-gene
association samples in practice. Unlike supervised learning
methods, miRTRS [26] does not require negative samples.
miRTRS predicts miRNA targets based on a recommendation
algorithm which focuses on network-based inference. miRTRS
uses experimentally validated miRNA targets to construct a
miRNA-gene interaction network and then the score of each
miRNA-gene pair is calculated by a network-based inference
method.

At the same time, matrix completion algorithms have been
successfully applied to predicting IncRNA-disease associations
[27][28], drug-disease associations [29]-[33], and miRNA-
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disease associations [34]-[41] . DLRMC [34] uses a ma-
trix completion method with a dual Laplacian regularization
term on miRNA functional similarity and disease sematic
similarity to predict miRNA-disease associations. IMCMDA
[35] calculates miRNA similarity and disease similarity based
on miRNA functional similarity, disease semantic similarity,
and Gaussian interaction profile kernel, and then applies
an inductive matrix completion method to predict miRNA-
disease associations. MCLPMDA [36] uses a low-rank matrix
completion method to fill out the disease semantic similarity
matrix and miRNA functional similarity matrix, incorporates
them with two other similarity matrices, and finally applies
a label propagation method to predict miRNA-disease associ-
ations. NCMCMDA [37] integrates neighborhood constraints
with a matrix completion model to predict miRNA-disease
associations and adopts a fast iterative shrinkage-thresholding
algorithm to solve the corresponding optimization problem.
Most of the above matrix completion algorithms for predicting
miRNA-related associations focus on filling out the incomplete
association matrix using different features. The novelty of
our method is summarized as follows: 1) miRTMC builds
a heterogeneous network between miRNAs and genes by
integrating miRNA similarity and gene similarity networks
and miRNA-gene association networks and then completes the
adjacency matrix of the heterogeneous network. The compu-
tations of miRNA similarities and gene similarities are often
inaccurate, which bring noise to the matrix completion model.
The advantage of completing the adjacency matrix of the
heterogeneous network is that the miRNA similarities and gene
similarities are flexible and adjustable during optimization,
which allows the miRTMC method to tolerate the potential
noise in the miRNA and gene similarity matrices. 2) Most
of the existing matrix completion methods for miRNA related
association prediction are base on Singular Value Thresholding
(SVT) algorithm [42]. miRTMC adopts a noise model instead
to further address the noise issue and adds a non-negative
constraint to make the predicted values biologically explain-
able. 3) miRTMC adopt a fast SVD approximation method
named R*SVD [43] to fast compute the dominating singular
values and their corresponding singular vectors. This enables
miRTMC to efficiently handle large adjacency matrix from the
miRNA-gene heterogeneous network.

The miRNA target prediction methods aforementioned have
some limitations, including high false positive rate and the
requirement of high-quality negative samples. As more and
more miRNA targets are identified by biological experiments,
more and more articles about miRNA targets are published.
The miRNA targets in these articles are extracted by text
mining-based methods such as miRTarBase [44], miRWalk
[45], and TarMiner [46]. Several experimentally validated
miRNA target databases are now available online, such as
miRTarBase and TarBase [47]. The number of experimentally
validated miRNA targets is increasing significantly every year.
These large number of new miRNA targets enable particularly
effective recommendation models to predict miRNA targets.

In this study, we propose a miRNA target prediction method,
named miRTMC, by using a matrix completion method which
has demonstrated success in collaborative filtering recommen-
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dation system applications. More specifically, a heterogeneous
network is firstly constructed according to the experimentally
validated miRNA targets, miRNA seed sequence similarity,
and gene sequence similarity. Assuming that there is limited
number of independent factors governing miRNA-gene inter-
actions, the adjacency matrix of the heterogeneous network
is of low rank. Therefore, this matrix can be completed
by solving a nuclear norm regularized least squares model
with non-negative constraints. Alternating direction method of
multipliers (ADMM) [48] is adopted to numerically solve this
problem. In order to computationally efficiently deal with the
large matrices generated from large number of experimentally
validated miRNA targets, a recycling rank-revealing random-
ized singular value decomposition algorithm (R*SVD) [43]
is used for fast and adaptively approximating the dominant
singular values and their corresponding singular vectors. Our
experiment results show that miRTMC outperforms four com-
peting miRNA target prediction methods and one state-of-the-
art matrix completion methods in terms of area under receiver
operating characteristic (ROC) curve (AUC) and precision.
The matrix completion model is able to capture the global
pattern of the miRNA-gene association to reduce the false
positive rate. Moreover, the construction of heterogeneous
network takes advantage of the relationships among miRNAs
as well as those among genes, where negative samples are
not absolutely necessary. Our web service is available at
http://bioinformatics.csu.edu.cn/miRTMC.

II. METHODS

In this study, we propose a miRNA-target prediction method
based on a matrix completion algorithm. First of all, a hetero-
geneous network is constructed by integrating the miRNA sim-
ilarity network, the gene similarity network, and the miRNA-
gene interaction network. Then, the association matrix of the
heterogeneous network is filled out by a matrix completion
algorithm. Finally, we get a recovered matrix which contains
the recommendation score of each miRNA-gene pair.

A. Construction of the heterogeneous network

The prediction models based on matrix completion predict
miRNA-target associations with the way of filling out the
unknown elements in the association matrix. Most of these
methods have difficulty in dealing with the cold start problems
for novel miRNAs or genes. Previous studies have shown that
integrating different kinds of miRNA and gene features can
not only address the cold start problem, but also improve the
accuracy of association prediction. Accordingly, we construct
a heterogeneous network that integrates miRNA sequence
similarity data, gene sequence similarity data, and miRNA-
gene interaction data, and complete the adjacency matrix of
this network to predict miRNA targets.

1) Construction of miRNA-gene interaction network: Let
M = {mi,mg,--- ,mp} be a set of miRNAs and T =
{t1,t2,--- ,t,} be a set of genes. The miRNA-gene interaction
network can be presented as a bipartite graph G(M,T,E), where
the set of edges E = {(m;,t;)|t; € T and m; € M}
represents the known miRNA-target interactions. Let Apy; =

{aij},, be the adjacency matrix of the miRNA-gene interac-
tion network, where a;;=1 if there exist biological experiment
evidences showing that gene t; is the target gene of miRNA
m; and a;;=0 for unknown indications. The experimentally
validated miRNA-target associations are extracted from the
available databases, such as miRTarBase and others. Consider
a few miRNA targets in miRTarBase database as examples.
HIF1A, the miRNA target of hsa-miR-20a-5p, has been ver-
ified by five biological experiments including Luciferase re-
porter assay; CXCR4, the miRNA target of hsa-miR-146a-5p,
has been validated by four biological experiments including
gRT-PCR. As a result, in miRNA-gene network construction,
there is one edge between hsa-miR-20a-5p and its miRNA
target HIF1 A and one between hsa-miR-146a-5p and CXCR4.

2) Construction of miRNA similarity network: According
to the rules of miRNA interacting with its targets, the seed
region of miRNA and the 3’ UTR of mRNA play an important
role in miRNA target prediction. Hence, in this method, the
seed region similarities between each pair of miRNAs are
calculated, and the miRNA similarity network is constructed.
The Needleman-Wunsch algorithm [49] is used to calculate
the miRNA sequence similarity score by global alignment. Let
SM € RP*P be the matrix of miRNA sequence similarity
score and then the normalized seed region similarity score
M,(i,7) between m; and m,; becomes

. SM(i,j)
Ms(zaj) - MCML’(SM)’ (1)

where M, (i, j) is the normalized seed region similarity score
between m; and m;, SM(i,j) is the seed region similarity
score between m; and m; from the Needleman-Wunsh
global alignment algorithm, and Maz(SM) is the maximum
sequence similarity score among all pairs of miRNAs in SM.

3) Construction of gene similarity network: Since the
3’UTR sequences are relatively long, calculating the similar-
ity of large number of mRNA pairs is time consuming. In
addition, miRNAs usually bind to a small area of 3'UTR.
Therefore, the sequence similarity of 3'UTR region of paired
mRNAs is calculated by Smith-Waterman local alignment
algorithm [50]. Let ST° € R9*9 be the matrix of gene
sequence similarity score. The normalized similarity score
T (i, j) between t; and t; is calculated as

L sTG)
TS(Z"?)_W(ST)’ 2

where Ty(i,7) is the normalized gene sequence similarity
score between t; and t;, ST(i,j) is the gene sequence
similarity score between ¢; and ¢; from the Smith-Waterman
local alignment algorithm, and Max(ST') is the maximum
sequence similarity score among all pairs of genes in ST
Finally, we connect the miRNA similarity network and the
gene similarity network using a biologically experimentally
validated miRNA-gene interaction network, which results in
a heterogeneous network. Figure 1 is a hypothetical example
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Fig. 1. The diagram of miRNA-gene heterogeneous network.

of this heterogeneous network. The association matrix of the
heterogeneous network is defined as:

T,
ATM

Arn } , 3)

M,

where AL, represents the transpose of Ar)s. Because the
three subnetworks in the heterogeneous network are undirected
networks, the adjacency matrix H is symmetric. Due to the
fact that the similarities between miRNAs, the similarities
between genes, and the elements in miRNA-gene association
matrix are non-negative, the adjacency matrix H is a semi-
positive definite matrix, where the eigenvalues of H are real,
positive and are equal to the singular values. The zeros located
in the submatrices A7y and AL, represent the unknown
interaction which we attempt to predict. As a result, the aim of
the miRNA targets prediction problem is considered as filling
out the unknown elements in matrix H.

B. Prediction using low-rank matrix completion

Based on the assumption that similar miRNAs tend to
regulate similar genes, the potential factors that dominate
the association between miRNAs and their targets are highly
related, which leads to correlation in the corresponding data
matrix. The miRNA target prediction algorithm which we
propose in this paper, is based on generating an r-rank matrix
H, to approximate the (p+¢)x(p+¢q) adjacency matrix H of
the miRNA-gene heterogeneous network aforementioned, and
the value of r is far less than the dimensionality of H, under
the low-rank assumption. Let ) be the set of indices of all
known elements in H, which includes miRNA similarities in
matrix Mg, gene similarities in matrix 7, and experimentally
validated miRNA targets in matrix Ar,; and the transpose
of Arpjps. Ideally, the low-rank matrix X is obtained by
minimizing the rank model as follows:

min rank(X) @
s.t. PQ(X) = PQ(H),

where function rank(-) measures the rank of the input matrix
and Pq(-) is a projection function defined as follows:

pay = { R o D)<

otherwise.

(&)

Unfortunately, the above rank minimization problem is a well-
known NP-hard problem [51]. This problem can be relaxed as
minimizing the nuclear norm of matrix X such that

min || X|,

st Po(X) = Po(H), ©

where || X ||, denotes the nuclear norm of X. In order to make
model (6) more suitable for handling noisy biological data, we
adopt a noise model such that

. 2
min | X[, + § | Pa(X) — P2

7
st. X >0, @

where a non-negative constraint is incorporated to ensure the
predicted values are positive or 0 and A is the harmonic
parameter. Here we adopt an ADMM-based method to solve
the nuclear norm regularized linear least squares model with
nonnegative constraint. We introduce an auxiliary matrix vari-
able Y and this problem becomes

) 2
1}1(1131/1/\||XH* + 3 |1Pa(Y) — Po(H)||

Y =X ®)

s.t. Y >o0.

The augmented Lagrangian of model (8) is

LIXY,A) = M X[, + 3 | Pa(Y) = Po(H)lI%

9
F<AY - X > 42|y - X7, ©)

where A € R(P+a)x(P+4) js a Lagrangian multiplier and o >0
is a penalty parameter. The iterative scheme of ADMM for
model (8) becomes

Yit1 = argmin £( Xy, Y, Ag) (10)
Y >0
Xpy1 = argmin L£(X, Y11, Ag) (11)
X
Apy1 = A +vo(Yip1r — Xp41), (12)

where +y is the learning rate.
In order to obtain Y1, we need to solve

. 2 o 2
min 3 || Po(Y) — Po(H)I[7 + § [|Y — (X& — £80)|
st.Y >0,

13)
which can be decomposed into two subproblems:

min £ [ Pa(Y) = Pa(H)} + % [[Pa(Y) = Pa(Xy — 2401
5.Po(Y) 20
(14)
and )
min | Po(Y) — Po(Xk — A%

s.t.Po(Y) >0, )

where Q is the complement of ). Then, the solution of
(10) will be obtained by computing the above two parts,
respectively:

1
(Yet1)o = Q+(r+1PQ(H +aXy — Ay)) (16)
and

1
(Yir1)a = Q+(Pa(Xy — —Ar)), (17)
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where ()4 is the projection onto the non-negative matrix
subspace, i.e.

) Xy, if X3 >0
(Q+(X))i; = { 0, otherwise.

Xk+1 can be obtained by using linearized Bregman iteration
[52] such that
. o 2
Xpy1 = argmin M| X, + § HX — (Yig1 + éAk)HF
=D (Yrq1 + éAk%

(18)

(19)
where D (X) is the Singular Value Thresholding (SVT)
operator [32] [53] defined as follows:

o>
— A
> (ajfa)ujvf, (20)

Jj=1

Dy (X) =

where o is the jth singular value not less than % and u;
and v; are the corresponding left and right singular vectors,
respectively.

In summary, the proposed ADMM for (8) generates (Y41,
Xk+1, Ar+1) by the following iterative framework:

(Yig1)o = Qi (537 Pa(H + aXy — Ay))

(Yit1)a = Q+(Pa(Xk — 3 Ax))

X1 = Da (Vi1 + 5 Ak)

Apr1 = Mg +y0(Yigpr — Xppq).
Computing the singular values of X is required at each
iteration step during the matrix completion based on ADMM
algorithm. The direct way to compute the singular values of
a matrix is to compute singular value decomposition (SVD).
However, repeatedly computing the full SVD of a large-scale
matrix, such as the adjacency matrix of a large miRNA-
gene heterogeneous network, is time-consuming and memory-

intensive. Actually, D (X) only requires the singular values

in X that are greater than % Hence, we adopt a fast SVD

algorithm that focuses on approximating the dominant singular
values to reduce the computation costs. The underlying idea
of fast SVD algorithm is the randomized SVD algorithms.
The large matrix X is condensed into a small, dense matrix
by projecting X onto a sampling matrix as an approximate
basis while retaining the important information of X. After
that, the top singular values/vectors of X are approximated
by performing a deterministic SVD on the small, dense
matrix with the relatively low computation cost and high
confidence. Based on the basis idea aforementioned, a rank-
revealing randomized singular value decomposition algorithm
(R3SVD) [54] is proposed for conducting partial SVD to
fast approximate D (X) adaptively. By projecting X onto a
small Gaussian matrix and applying power iterations, R*SVD
fast approximates the SVT operator of X. A low-rank QB
decomposition based on orthogonal Gaussian projection is
built up incrementally in R?3SVD. Then the low-rank SVD is
derived. A recycling rank-revealing randomized SVD(R*SVD)
[43] has been proposed subsequently by taking advantage of
the singular vectors obtaining from the previous iterations.
In this study, R*SVD is integrated into miRTMC method
for reducing the computational costs of the ADMM method,
which is referred to as ADMM-R*SVD in this paper.

ey

5

C. Two-step method for miRNA target prediction

Selecting a suitable rank r for matrix completion is impor-
tant to achieve good prediction performance while avoiding
overfitting and reducing computational cost. Here, a two-step
method is adopted in miRTMC. The first step is to determine
the optimal rank by designating a validation set, which is
constructed by randomly selecting 10% known miRNA targets
from the miRNA-gene interaction matrix. Then the 10%
known miRNA targets are predicted iteratively by using the
ADMM-R*SVD algorithm, and meanwhile we record the sum
of the AUC value and the maximum value of precision with
respect to all ranks (we define this sum as tradeoff value in
the following text) in each iteration so that the AUC value
and the maximum value of precision are balanced. Rank r
corresponding to the maximum tradeoff value is the desired
rank. At second step, the ADMM-R*SVD algorithm runs on
the whole known miRNA-target interactions iteratively until
rank r is reached or the maximum number of iterations is
reached. At last, the completed miRNA-gene association ma-
trix is obtained from the matrix H* and the recommendations
are conducted by sorting the predicted scores of the miRNA-
gene pairs.

Algorithm 1 depicts the two-step recommendation method
for miRNA target prediction. Function ADMM-R*SVD(-)
uses R*SVD to accelerate the ADMM algorithm for matrix
completion. The AUC value and precision of validation set
in the first step are calculated by function calc_AUC_pre(-) in
our algorithm. Function calc_residual(-) calculates the residual
between the original matrix and the completed matrix on the
training data.

III. MATERIALS

We download the human miRNA sequence from miRBase
(release 21) [55] and extract the seed regions of these miRNA
sequences. The 3’ UTR sequences of mRNAs are extracted
from NCBI RefSeq, GRCh38/hg38 database by using hgTables
from the web site genome.ucsc.edu. To facilitate comparison
with competing methods, we prepare two datasets, named
D1 and D2, for the 10-fold cross validation experiments and
five independent datasets, named IDS1, IDS2 and so on, for
independent datasets experiments. D1 and D2 are constructed
as follows:

1) D1: We download the biologically experimentally vali-
dated human miRNA targets from miRTarBase (version 6.1)
from its website [56]. After removing the duplicated miRNA
targets, it contains 322,160 human miRNA-target interactions
between 2,618 human miRNAs and 14,814 human genes.
After mapping the genes to NCBI gene ids and selecting the
3’ UTR sequences from hg38 dataset and mapping the miRNA
names to miRBase (release 21), we get 319,172 miRNA-target
interactions between 2,588 miRNAs and 14,499 genes (36,065
mRNAS).

2) D2: We download the biologically experimentally val-
idated human miRNA targets from miRTarBase (version 7)
from the website [44]. After removing the duplicated miRNA
targets, it contains 380,639 human miRNA-target interactions
between 2,599 miRNAs and 15,064 human genes. After map-
ping the genes to NCBI gene ids and selecting the 3’ UTR
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Algorithm 1: matrix completion method for miRNA target
prediction

Input: gene 3’ UTR sequence similarity matrix Tg and
its indices set {271, miRNA seed sequence
similarity matrix Mg and its indices set Qym,
miRNA-gene association matrix Ay and its
indices set Qm.

Output: Completed miRNA-gene association matrix

Alme
Set the value of parameters: \; v ; «; tol;
/+ Step I: find the optimal rank */

10% of indices of Qy are selected randomly as the
verification set Q2%,,. Hence Aty = Ay + A%y, Qv

= Oy U Qpys )
H”< < TS/T ATM 5
Atm M

Q <+ Ovm U Qpr U Qpy U Qs
best_rank < 0; r < 0; max_aucpre < 0,
while the maximum number of iterations is not reached

do
TS A
([ A M ]7) T
ADMM-R*SVD(H*, Q, \, v, a);
/* calculate AUC and precision by

using function calc_AUC_pre */
aucpre < calc_AUC_pre(Afyv, Atavs Qin)s
we [ [ A
A Mg

if aucpre > max_aucpre then
max_aucpre < aucpre; best_rank < r;

/* optimal rank x/
end
/+ calculate the residual by using
function calc_residual */

res < calc_residual (H*, H*/7 Qirain)
if » > (m +n) or res < tol then break;
/+x m,n represent the number of miRNA
and gene respectively */
H* «— |: T;T A:lk"M :|;
Aty Mg

end

/* Step II: predict miRNA target by
matrix completion */

H* TTs Arnm |,

Aty Mg |°

Q +— QMM U QTT U QTM U QMT;

while the maximum number of iterations is not reached

do
T  Afy
Any" M

ADMM-R*SVD(H*, ), \, v, a);
if » > best_rank then break;

T A,
e | e )

)«

end
return Afy

sequences from hg38 dataset and then mapping the miRNA
names to miRBase (release 21), finally, we get 377,236
interactions between 2,588 miRNAs and 14,742 genes (36,565
mRNAS).

Table 1 summarizes the datasets for 10-fold cross validation
experiments.

TABLE I
THE DESCRIPTION OF THE DATASETS FOR 10-FOLD CROSS VALIDATION
EXPERIMENTS
miRNAs  genes mRNAs Interactions sparsity
D1 2,588 14,499 36,065 319,172 0.0085
D2 2,588 14,742 36,565 377,236 0.0099

Sparsity is the ratio between the number of known miRNA-target pairs and
the number of all possible miRNA pairs

In order to further evaluate miRTMC and the competing
methods, two independent datasets are constructed based on
D1 and D2. We select 2,588 miRNAs and 14,499 genes
from D1 and extract 374,566 miRNA-target pairs from D2.
We name this dataset IDS1. Compared with D1, 54,955 new
interactions are included in IDS1. We select 2,588 miRNAs
from D1 and extract 377,236 miRNA target pairs consisting
of 2,588 miRNAs from D2. We name this dataset IDS2.
Compared with D1, 243 new genes and 58,064 new inter-
actions are included in IDS2. Table 2 shows the datasets for
independent datasets experiments. All miRNA-target pairs in
D1 are treated as positive samples in the training dataset.
The interactions in IDS1 not in D1 are considered as the test
samples of IDS1. The test samples of IDS2 are constructed in
the same way. We also construct three independent datasets
by different categories of biologically experimental methods
based on D2. We select miRNA targets validated by Luciferase
report assay to form IDS3 as an independent test dataset.
Similarly, we build IDS4 using those validated by Western
blot. IDSS is a dataset consisting of miRNA targets validated
by both Luciferase report and Western blot. The rest of the
samples serves as the training set. Table 3 shows these datasets
for detailed information.

TABLE I
THE DESCRIPTION OF THE DATASET FOR INDEPENDENT DATASET
EXPERIMENTS

miRNAs  genes Interactions

D1 2,588 14,499 319,172
IDS1 2,588 14,499 374,566
IDS1-D1 0 0 55,394
D1 2,588 14,499 319,172
IDS2 2,588 14,742 377,236
IDS2-D1 0 243 58,064

”IDS1-D1” indicates that miRNAs, genes and interactions in IDS1 and not
in D1, and so on.

IV. EXPERIMENTS AND RESULTS

Cross-validation method and independent dataset experi-
ments are used to evaluate the proposed method in this paper.
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TABLE III
THE DESCRIPTION OF THE DATASETS FOR INDEPENDENT DATASET
EXPERIMENTS CONSTRUCTED BY LUCIFERASE REPORTER ASSAY AND/OR
WESTERN BLOT EXPERIMENTS.

LRA WB LRA and WB
(IDS3) (IDS4) (IDS5)
number of testing miRNA 7,158 5,816 8,068
targets
number of training 370,078 371,420 369,168
miRNA targets
Total 377,236

LRA is short for Luciferase reporter assay. WB is short for Western blot.

These evaluation methods have also been used in many works
[57]1-[59]. Three state-of-the-art methods miRTRS [26], deep-
Target [19], GMCLDA [27], as well as two sequence-based
methods miRanda [1] and TargetScan [60] are selected as
the competing methods. Precision-Recall curves, ROC curves,
and the AUC evaluation metrics are used to evaluate the
performance of our method and the competing methods. In this
section, we introduce the evaluation metrics and method firstly
and then compare the results of our method and competing
methods.

A. Validation methods and metrics

In order to evaluate the performance of miRTMC and
the competing methods, we conduct 10-fold cross validation
experiments on D1 and D2. In addition, we use five indepen-
dent datasets to evaluate our method and competing methods.
In 10-fold cross validation experiments, the experimentally
validated miRNA targets are randomly divided into 10 parts
with approximately same sizes, where in each fold, one is
considered as the testing dataset alternately, while the rest
9 parts of them are used as training dataset. In independent
dataset experiments, for datasets IDS1-D1 and IDS2-D1, all
the experimentally validated miRNA targets in D1 are used to
construct a prediction model for the prediction of newly added
experimentally validated miRNA targets in IDS1 and IDS2,
respectively. For IDS3, IDS4, and IDSS, table 3 describes
the training and testing datasets. In the meanwhile, we also
design a de novo experiment to evaluate the performance of
miRTMC and the competing methods in predicting miRNA
targets for new genes. After predicting miRNA targets using
these prediction methods, we obtain the score of each miRNA-
gene pair. For each gene ¢;, all the scores of unknown miRNA-
gene pairs (miRNA m; (1 < j < p, A;;=0) that are not
related to gene ¢;) are sorted in descending order (ascending
order for TargetScan). The numbers of true positive (TP), false
negative (FN), true negative (TN) and false positive (FP) are
counted in each ranking threshold. The miRNA-gene pair is
considered as a true positive if it appears in the testing set
and is ranked higher than the threshold. The miRNA-gene pair
is considered as a false positive if it does not appear in the
testing set and is ranked higher than the threshold. TP and TN
represent the numbers of correctly identified positive samples
and negative samples, respectively. FP and FN represent the
numbers of incorrectly identified positive samples and negative

samples, respectively. The true positive rate (TPR), the false
positive rate (FPR) and the precision are calculated by varying
the rank threshold. The ROC curves are drawn by plotting
TPR against FPR. The AUC values of the ROC curves are
calculated to evaluate the performance of our method and the
competing methods. The precision-recall curves are drawn by
plotting precision against recall (TPR). In order to make our
results statistically meaningful, we repeat the above 10-fold
cross validation procedure 10 times and the average values
are reported as the final results.

B. Results on dataset D1 by 10-fold cross validation

Our method is compared with miRTRS, deepTarget,
miRanda, TargetScan and GMCLDA. miRTRS predicts
miRNA targets by using a network-based inference approach
on the bipartite network of miRNA-gene interaction.
deepTarget predicts miRNA targets by training a recurrent
neural networks with the training datasets. GMCLDA adopts
geometric matrix completion algorithm to predict IncRNA-
disease association. miRanda and TargetScan predict miRNA
targets based on the binding rules between miRNAs and their
targets. In this experiment, 9 parts of validated miRNA-targets
are used to construct the miRNA-gene interaction network
in miRTRS, miRTMC, GMCLDA. For deepTarget, the 9
parts of validated miRNA-targets are considered as positive
training samples and the same number of negative samples
are generated by using the algorithm used in deepTarget.
The parameters which deepTarget needs are set as default
as specified in its original paper. Since deepTarget is a
sequence-based machine-learning miRNA target prediction
method, its inputs are miRNA sequence and 3’ UTR sequence
while its outputs are the scores of miRNA-mRNA pairs. The
interactions in miRTarBase are the relationships between
miRNAs and genes and, therefore, the maximum score
between miRNA m; and the transcripts (mRNA) of the same
gene is selected as the score of this miRNA-gene pair. And
the result of miRanda is processed in the same way. Since
the targets with the lowest scores are the most representative
miRNA-gene scores in TargetScan, the minimal score between
miRNA m; and the transcripts (mRNA) of the same gene is
selected as the score of this miRNA-gene pair.

Hyperparameter ~ is the learning rate of miRTMC,
according to the experience [61], where we set v = 1.618
in the experiments. A and « are two main parameters in
the miRTMC method. These two parameters need to be
determined in the experiments. According to the experience
and the scale of dataset, the value of A\ for miRTMC is set
to 10. Then we obtain the range of « by calculating the
singular values of the to-be-complemented matrix in the
first step of ours algorithm. Finally, by searching in this
range, the value of o that maximizes the values of AUC
is determined. According to the parameter determination
method aforementioned, we set A = 10, and since the SVT
operator uses the singular values that are larger than %, we
set « € {10/10000, 10/20000, ..., 10/90000, 10/100000} in
this experiment in order to let the cutoff singular value be in
the set {10000, 20000, ..., 100000}. Searching in the range of
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10 « values, we find that the AUC values become maximum
and stable when A\=10, a=10/10000 and tol = 1le — 4.
Figure 2 shows the ROC curves of miRTMC and the other
methods, where one can find that miRTMC outperforms the
competing methods in terms of AUC values. The average
AUC values of miRTMC, miRTRS, deepTarget, miRanda,
TargetScan, GMCLDA are 0.9285+0.001, 0.895440.002,
0.8034£0.0058,  0.6550£0.0017, 0.719440.0028, and
0.797940.0017, respectively. miRTMC yields high TPRs at
low FPRs. The paired t-test is adopted to further analyze the
performance of these methods. The paired t-test is performed
on the results of ten-fold cross validation. The significant
difference between miRTMC and competing methods
(miRTRS, deepTarget, miRanda, TargetScan, GMCLDA),
reports p-values of 1.94E-23, 1.1E-26, 3.58E-44, 6.43E-38,
and 8.22E-37, respectively. Figure 3 shows the precision-
recall curves among miRTMC and the competing methods,
indicating that the performance of miRTMC is the best among
the five. miRTMC achieves the best accuracy 0.115, which
indicates that it can predict 11.5% miRNA targets correctly
when ranked in the first place.
In the 10-fold cross validation experiments, 31,917

True Positive Rate

—JF—deepTarget (AUC=0.8034+0.0058,
—F—miRTMC (AUC=0.9285+0.001)
miRTRS (AUC=0.8954+0.002) q
—F— miRanda (AUC=0.6550+0.0017)
—J— TargetScan (AUC=0.7194+0.0028
GMCLDA (AUC=0.7979+0.0017) 1

0.2
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I
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Fig. 2. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by ROC curves with the error bar on dataset
D1.

miRNA-target pairs are selected as the testing set. Figure 4
shows the bar chart of the accumulated numbers of miRNA
targets predicted correctly at top 10 among miRTMC and
competing methods. As shown in figure 4, after predicting
miRNA targets by using these models, miRTMC, miRTRS,
deepTarget, miRanda, TargetScan, and GMCLDA have
correctly predicted averagely 13,048, 9,728, 3,772, 633,
1,023, and 4,879 pairs in top-10 rankings, respectively.
Moreover, miRTMC, miRTRS, and deepTarget have predicted
9,936, 7,346, and 3,678 pairs correctly in top-5 rankings on
average, respectively. miRTMC is able to predict 31.3% and
40.9% miRNA targets correctly in top-5 ranking and top-10
ranking on average, respectively, which are significantly more
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Fig. 3. Comparison among miRTMC, miRTRS deepTarget, miRanda,
TargetScan and GMCLDA by precision-recall curves on dataset D1.

than the correct predictions generated by the other methods.
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Fig. 4. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by bar chart with the error bar on dataset
D1.

C. Results on dataset D2 by 10-fold cross validation

We also compare miRTMC with three state-of-the-art pre-
diction methods and two sequence-based miRNA target pre-
diction methods aforementioned on D2 by 10-fold cross vali-
dation experiment. Similar cross-validation setup and param-
eters for these methods as those in D1 are adopted.

Figure 5 depicts the ROC curves of miRTMC and com-
peting methods. miRTMC achieves average AUC value of
0.9216+0.0077, in comparison, miRTRS, deepTarget, mi-
Randa, TargetScan and GMCLDA yield the average AUC
values of 0.8885+0.0012, 0.804040.0077, 0.655140.0015,
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0.730340.0013 and 0.800440.0013, respectively. The paired
t-test is performed on these results, the significant differ-
ence between miRTMC and competing methods (miRTRS,
deepTarget, miRanda, TargetScan, GMCLDA) yields p-values
of 2.18E-14, 1.2E-21, 1.06E-30, 4.64E-28, and 3.64E-24,
respectively. Figure 6 shows the precision-recall curves of
miRTMC and the competing methods. Similar to that of
DI, the performance of miRTMC is better than the four
competing methods. miRTMC achieves the best accuracy of
0.096. The bar chart in Figure 7 shows the accumulated
miRNA targets predicted correctly at top 10 rank. In the 10-
fold cross validation experiments, ten percent (37,724 pairs) of
known miRNA targets need to be identified in each fold. The
average number of correctly predicted miRNA-gene pairs for
miRTMC is 13,850 by counting their appearances on the top
10, compared to 10,665 in miRTRS, 3,716 in deepTarget, 810
in miRanda, 1,261 in TargetScan and 6,053 in GMCLDA. In
summary, miRTMC also outperforms the competing methods
in terms of AUC and accuracy in experiments on dataset D2.

0.9
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Fig. 5. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by ROC curves with the error bar on dataset
D2.

D. Results on independent datasets

In order to evaluate the performance of miRTMC and
competing methods systematically, five independent datasets
have been prepared, as described in the Section of Materials,
for these experiments. IDS1 and IDS2 independent datasets
are prepared based on D1 and D2. All known miRNA tar-
gets in D1 are considered as the positive samples in the
training dataset. For deepTarget methods, 319,172 negative
samples (the same number as the positive samples) are gen-
erated by the method used by deepTarget. Then, the learning
model of deepTarget is trained by these positive and negative
samples. In miRTMC, miRTRS and GMCLDA, the models
are constructed using the positive samples (D1) only. The
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Fig. 6. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by precision-recall curves on dataset D2.
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Fig. 7. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by bar chart with the error bar on dataset
D2.

newly added miRNA-gene interactions in D2 are predicted
by these models as test samples. Datasets IDS3, IDS4, and
IDS5 are constructed based on D2 by extracting the miRNA
targets which are validated from Luciferase reporter assay
and/or Western blot experiments. In these three datasets, table
3 describes the number of training samples (positive) and
the number of testing samples, respectively. In miRTMC,
miRTRS, and GMCLDA, the models are constructed by the
training samples, and the learning model of deepTarget is
trained by positive samples and negative samples (the same
number as the positive samples) which are generated by the
method used by deepTarget. The parameter determination
method of miRTMC in the independent dataset experiment
is the same as in 10-fold cross validation experiments. We
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set the parameters v = 1.618, A = 10, = 10/100000 and
tol = le — 4.

The same ranking strategy method and the evaluation
method as described in the 10-fold cross validation experi-
ments are used in the independent dataset experiments. Same
as in the 10-fold cross validation experiments on D1, in dealing
with the scores of deepTarget and miRanda methods, the max-
imum score between miRNA m; and the transcripts (mRNA)
of the same gene is selected as the score of this miRNA-gene
pair. In dealing with the scores of TargetScan, the minimal
score between miRNA m; and the transcripts (mRNA) of the
same gene is selected as the score of this miRNA-gene pair.
The AUC values of miRTMC and the competing methods are
calculated for performance comparison. Table 4 compares the
AUC values of miRTMC and the competing methods on these
five independent datasets. One can find that miRTMC achieves
the best AUC values of 0.717 and 0.717 on both of IDS1 and
IDS2, compared to miRTRS, deepTarget, miRanda, TargetScan
and GMCLDA. Moreover, miRTMC achieves 0.756, 0.760 and
0.749 on IDS3, IDS4 and IDSS, respectively. Note that because
the independent dataset experiments on IDS1 and IDS2 use
the same training dataset and IDS1 is a subset of IDS2, the
AUC values of the same method on these two independent
datasets are very close. We further analyze the prediction
results of the two methods and find that miRTMC correctly
predicts some important miRNA targets, while miRTRS dose
not, although they have close AUC values. For example, in
IDS4 experiment, miRTMC predicts the target gene ZEB2 of
hsa-miR-335-5p. ZEB?2 is related to colorectal cancer (PMID:
24829139) and this miRNA target pair has been verified by
three different biological experiments [62]. miRTMC also
correctly identifies the target gene HMGA?2 of hsa-miR-16-5p.
HMGA? is related to human pituitary tumorigenesis (PMID:
22139073, 21572407). This miRNA target pair is also verified
by three biological experiments [63][64].

TABLE IV
THE AUC VALUES OF THE MIRTMC AND COMPETING METHODS WITH
DIFFERENT INDEPENDENT DATASETS.

IDS1 IDS2 IDS3 IDS4 IDS5
miRTMC  0.717 0.717 0.756 0.760 0.749
miRTRS  0.70 0.699 0.749 0.759 0.740
deepTarget 0.690 0.684 0.701 0.712 0.693
miRanda  0.690 0.690 0.694 0.689 0.683
TargetScan 0.666 0.667 0.702 0.709 0.695
GMCLDA 0.612 0.611 0.690 0.700 0.688

E. Results on de novo experiment

miRTMC, miRTRS and GMCLDA are proposed based on
the recommendation algorithms, which are often puzzled by
the cold start problem. Both methods attempt to address the
cold start issue for new genes without previously known
miRNA targets. Compared with dataset D1, 243 new genes are
newly added in IDS2 and these genes are not associated with
any of miRNAs in D1. These genes have 2,670 interactions
in total in IDS2. In order to compare the performance of

10

miRTMC and the competing methods in predicting miRNA
targets for the new genes, a de novo experiment is designed.
For miRTMC, miRTRS and GMCLDA, all known miRNA
targets in D1 are used to construct models for predicting the
2,670 miRNA targets newly added in IDS2. For deepTarget, all
known miRNA targets in dataset D1 are considered as positive
samples, meanwhile, the same number of negative samples as
positive samples are generated. Then these samples are used to
train deepTarget for predicting the 2,670 miRNA-target pairs
of the newly added 243 gene. miRTMC is the best among these
methods in terms of AUC. miRTMC, miRTRS, deepTarget,
miRanda, TargetScan and GMCLDA achieve the AUC values
of 0.726, 0.700, 0.690, 0.690, 0.666 and 0.620, respectively.
We count the numbers of the correct miRNA targets found by
each method at top 1 to top 10, and the results are shown in
Figure 8. In particular, miRTMC correctly predicts 11 miRNA
target pairs in top 5, while deepTarget, miRTRS, miRanda,
TargetScan and GMCLDA only correctly predict 3 pairs, 1
pair, 5 pairs, 7 pairs and 8 pairs, respectively.
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Fig. 8. Comparison among miRTMC, miRTRS, deepTarget, miRanda,
TargetScan and GMCLDA by bar chart at top 1 to top 10 ranked
candidates, respectively, in de novo experiment.

V. CONCLUSIONS

Computational approaches for miRNA target prediction are
valuable complements to the biological experimental stud-
ies on miRNA targets identification. Existing computational
methods for predicting miRNA targets suffer from the rela-
tively high false positive rates. In order to reduce the false
positive rate of miRNA target prediction, inspired by the
collaborative filtering recommendation algorithm, we propose
a miRNA target prediction method formulated as a matrix
completion problem. The miRNA-gene interaction that is
not experimentally validated is predicted by filling out the
unknown elements in the miRNA-gene interaction matrix.
The biologically experimentally validated miRNA targets are
used to construct a heterogeneous network, composed of the
miRNA sequence similarity network, and the gene sequence
similarity network, and the miRNA-gene association network.
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Matrix completion is carried out on the adjacency matrix of
the heterogeneous network. ADMM is adopted to solve matrix
completion problem with non-negative constraints. The SVD
operation on a large miRNA-gene matrix is accelerated by
R*SVD method. Compared to the existing machine learning
methods for miRNA target prediction, miRTMC does not
need negative samples, which are often difficult to obtain
in practice. 10-fold cross validations and independent dataset
experiments are carried out to evaluate miRTMC and the
competing methods. Our results show that the accuracy of
miRTMC is superior to those of competing methods.

The performance of miRTMC is sensitive to the com-
putation of miRNA similarity or gene similarity. Since the
matrix completion method is based on known relationships, the
performance of the miRTMC method may also be affected by
the sparsity of the adjacency matrix of miRNA-gene heteroge-
neous network. The accurate identification of a miRNA targets
relies on extracting effective features characterizing miRNAs
and genes. Deep learning graph convolution has demonstrated
promising results in matrix completion models, such as Mgcnn
[65] and GC-MC [66], for filling out user-item associations,
compared to traditional recommendation system methods. Our
future research will be investigating novel graph convolution
models appropriate for miRNA and gene graphs to extract
effective features to further improve miRNA-target association
predictions.
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