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Domain Decomposition Methods Applied to a System of Convection-Diffusion-Reaction Equations

Obtaining efficient and robust solutions to realistic fluid flow problems with chemical reactions is a challenging computational task. This is due to the potential wide disparity in time and space scales and the severe nonlinearities. However, there is significant industrial application for such a capability in areas such as energy production, propulsion, and materials processing. These applications are often characterized by regions of low Mach number flow. This study investigates Newton-Krylov algorithms with domain-based preconditioning for the solution of these types of problems. Domain-based preconditioners may offer improvements in robustness and parallelism over more standard ILU type preconditioners. Results are presented comparing additive and multiplicative Schwarz preconditioners to more standard global ILU preconditioners on a low Mach number combustion problem.

1. Introduction

Mathematically, the time dependent compressible Navier-Stokes equations become stiff at low values of the reference Mach number. This stiffness is a result of the disparity in time scales between convection and acoustic waves. Including combustion further complicates the problem by contributing additional time scales and nonlinearities. In this paper we consider domain decomposition preconditioning, namely additive and multiplicative Schwarz methods [1], for Newton-Krylov algorithms applied to a low Mach number combustion problem. GMRES [2] is used as the Krylov algorithm and a matrix-free Newton-Krylov implementation [3] is employed. Both additive and multiplicative Schwarz methods are considered, along with different subdomain solvers and partitioning strategies.

2. Newton-Krylov-Schwarz Methods

Domain-based additive and multiplicative Schwarz methods are used to precondition the linear systems arising on each step of a pseudo-transient Newton-GMRES(40) algorithm. The right preconditioned linear systems are of the form

$$
\frac{V}{\Delta t^n} + J^n P^{-1}(P \delta x^n) = -F(x^n),
$$

(1)

$F(x^n)$ is the residual vector at the $n^{th}$ Newton iteration representing the system of discrete algebraic equations. $\delta x^n$ is the vector update used to obtain the new solution approximation (i.e., $x^{n+1} = x^n + s \delta x^n$, where $s$ is a damping coefficient). $J$ is the numerically evaluated Jacobian matrix, $P$ is the preconditioning matrix, and $V$ is a diagonal matrix with entries equal to cell volumes. $\Delta t^n$ is the time step used in the pseudo-transient continuation. This time step is initially set near the explicit stability limit, but is increased according to a function that is inversely proportional to the infinity norm of the steady-state nonlinear residual, $\|F(x^n)\|_\infty$. An inexact Newton’s method [3] is employed in that the convergence tolerance of the GMRES algorithm is related to the current residual of the nonlinear problem. The convergence tolerance of the nonlinear problem is based on both $\|\delta x^n\|_\infty$ and $\|F(x^n)\|_2$. In results presented here we require that they both be less than $10^{-5}$.

The Newton-Krylov implementation used here replaces the Jacobian-vector products in the GMRES algorithm with finite difference projections [4]. Consequently, terms of the form $J P^{-1} v$ are computed from

$$
J P^{-1} v \approx \frac{F(x + \epsilon P^{-1} v) - F(x)}{\epsilon}.
$$

(2)

Here $v$ is a GMRES vector and $\epsilon$ is a small perturbation constant. The advantage of using this implementation is that it approximates the action of the Jacobian without explicitly computing the full Jacobian matrix. This feature is significant for combustion-type problems where the formation of the Jacobian can account for a large fraction of the CPU time. Typically, however, the Jacobian is needed periodically during the outer Newton iteration in order to generate an effective preconditioner for the Krylov iteration. In this situation, the primary advantage of this implementation is the ability to amortize the cost of these periodic Jacobian and preconditioner evaluations over several Newton iterations. In the results presented in this paper, the Jacobian and preconditioner are formed every
five Newton iterations. However, this evaluation frequency could be made adaptive as is often done with standard adaptive modified Newton’s method [5].

The two domain decomposition algorithms investigated here are the additive and multiplicative Schwarz [1] methods. The preconditioners for these options are defined by:

**Additive Schwarz:** \( P_{AS}^{-1} = J_1^{-1} + J_2^{-1} + \ldots + J_p^{-1} \),

**Multiplicative Schwarz:** \( P_{MS}^{-1} = I - (I - J_1^{-1}J) \cdots (I - J_p^{-1}J) \),

where the action of the multiplicative Schwarz preconditioner, i.e. \( w = P_{MS}^{-1}v \) can be computed by [3],

\[
\begin{align*}
v_1 &= J_1^{-1}v \\
v_j &= v_{j-1} + J_j^{-1}(v - Jv_{j-1}), \quad \text{for } j = 2, \ldots, p \\
w &= v_p.
\end{align*}
\]

Here \( J_1, \ldots, J_p \) are specific subdomain contributions to the full Jacobian matrix \( J \). We will consider both exact and approximate factorizations for efficiently calculating terms of the form \( J_i^{-1}v \).

### 3. Model Problem

We solve a two-dimensional system of conservation equations representing compressible, laminar, chemically reacting flow with variable transport coefficients. Each equation in our system has a general convection-diffusion-reaction form closely related to:

\[
\frac{\partial \phi_i}{\partial t} + \nabla \cdot (\vec{V} \phi_i - D(\phi) \nabla \phi_i) = S_i(\phi).
\]

\( \vec{V} \) is the velocity field which is obtained by solving the momentum equations. The transport coefficients, \( D \) (species diffusion, viscosity, and thermal conductivity), and the source/sink terms, \( S \), can be nonlinear functions of the dependent variables \( \phi \). Specifically, \( S \) in the continuity equations and energy equation contain reaction rates of the Arrhenius form, which means they exhibit an exponential dependence on temperature. A simple combustion system is solved consisting of three chemical species, fuel (\( A \)), oxidizer (\( B \)), and product (\( C \)), and one forward reaction, \( A + 2B \rightarrow C \). This system requires the solution of three continuity equations, along with two momentum equations and one energy equation, which results in a system of six coupled, nonlinear convection-diffusion-reaction equations. Details on systems of combustion equations in general can be found in [7], and on our specific system in [8]. We discretize these equations using finite volumes on a staggered mesh. First order upwind techniques are used for the convective terms in this paper.

Our model problem represents an idealized non-premixed laminar diffusion flame. The geometry, boundary conditions, and temperature contours on a 90 \( \times \) 30 uniform grid are depicted in Figure 1. The inlet Reynolds number is 30 and the inlet Mach number is 0.14. The chemistry rate is set such that the fuel mass fraction drops below 0.1 by \( x = 10 \), and the peak temperature has risen to 5, from an inlet value of 1. These solution features indicate that the chemistry time scale is faster than the convection time scale. Note the very strong cross-flow temperature gradient near the inlet where combustion is initiated.

### 4. Results and Discussion

Table 1 compares the performance of additive and multiplicative Schwarz preconditioners without overlap using three different partitioning strategies and three different subdomain solvers. The data presented are the inner (GMRES) iteration counts per Newton step, averaged over ten Newton steps. These ten Newton steps occurred during the middle of a pseudo-transient calculation, i.e. the time step was at some intermediate level in route to an infinite value. The subdomain solvers considered are point ILU(1) [9,10], block ILU(0) (BILU(0)), and LINPACK banded Gaussian elimination [11]. The BILU(0) preconditioner is constructed by lumping all conservation equations at a control volume into individual blocks, performing a complete factorization on these small matrices, and then constructing an ILU(0) preconditioner at the block level. It should be mentioned that while ILU(0) did work as a global preconditioner, its performance was poor when used as a subdomain solver within a Schwarz preconditioning algorithm.

Under the “Partitioning” heading in Table 1, the first entry represents the number of partitions in the \( x \)
direction, while the second entry represents the number of partitions in the $y$ direction. The table shows that the 6x1 partitioning clearly outperforms the 1x6 partitioning in terms of inner (GMRES) iterations. The 6x3 partitioning, in many cases, also outperformed the 1x6 partitioning, even though it has three times as many subdomains. That the 6x1 partitioning performs best for this problem is consistent with previous domain decomposition algorithm research on a similar combustion model problem [12]. An important point is that the optimal blocking strategy for a given problem can be very sensitive to the physics of the problem. Also note from Table 1 that, in general, multiplicative outperforms additive Schwarz, although this advantage is diminished when using an approximate subdomain solver. It is also clear that banded Gaussian elimination outperforms the approximate solvers in terms of inner iteration counts. However, it requires the most memory, and it can also result in higher CPU times as is shown below. (It reduces inner iteration counts but not sufficiently to overcome the high CPU cost of forming the preconditioner).

Table 1: Average GMRES iterations per Newton iteration $90 \times 30$ grid, (global ILU(0)=19, global ILU(1)=9, global BILU(0)=12).

<table>
<thead>
<tr>
<th>Partition</th>
<th>Additive</th>
<th>Multiplicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>6x1</td>
<td>13.9</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>31.6</td>
<td>17.6</td>
</tr>
<tr>
<td>1x6</td>
<td>21.2</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>21.2</td>
<td>15.1</td>
</tr>
<tr>
<td>6x3</td>
<td>21.8</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td>17.6</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Figure 2 is a convergence plot for the $90 \times 30$ grid problem using an interpolated $45 \times 15$ grid solution as an initial guess. The structure of the convergence plots reflects the Jacobian and preconditioner being formed every five pseudo-transient Newton iterations, as well as an increase in the time step. Figure 2 compares global ILU(1) and global BILU(0) preconditioners with a multiplicative Schwarz preconditioner (6x1 partitioning) with no overlap using ILU(1) (MS-ILU(1)), BILU(0) (MS-BILU(0)), and banded Gaussian elimination (MS-LINPACK) as subdomain solvers. For this specific solution, the global BILU(0) preconditioner required the least amount of CPU time. However, MS-BILU(0) required only 28 percent more CPU time, while being more amenable to parallelization with an appropriate coloring scheme. Also note that these two preconditioning choices required the least amount of computer memory (7.0 MB). Though the per processor memory requirements of the MS-BILU(0) could be considerably less than that of global BILU(0) preconditioning within a distributed parallel implementation.

As seen in Figure 2, the MS-LINPACK required the most CPU time in spite of the smallest average inner iteration counts. Note that this preconditioning choice requires excessive computer memory (39.8 MB) compared with the other preconditioner options. The global ILU(1) preconditioner performed better than only the MS-LINPACK preconditioner in terms of CPU time and memory requirements. Recall that the use of ILU(1) as a subdomain solver was ineffective for this problem. This failure was a result of a loss of GMRES convergence as the time step was increased past the value used to obtain the data in Table 1.
Figure 2: Nonlinear convergence behavior using various preconditioning options.
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