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ABSTRACT

INTEGRATING PRESERVATION FUNCTIONS
INTO THE WEB SERVER

Joan A. Smith
Old Dominion University, 2008
Director: Dr. Michael L. Nelson

Digital preservation of the World Wide Web poses unique challengesreiifférom the preservation
issues facing professional Digital Libraries. The complete list of a websésources cannot be
cited with con dence, and the descriptive metadata available for the res®is so minimal that
it is sometimes insuf cient for a browser to recognize. In short, the Wétesufrom acounting
problem and aepresentatiorproblem. Refreshing the bits, migrating from an obsolete le format
to a newer format, and other classic digital preservation problems alsa #feeWeb. As digital
collections devise solutions to these problems, the Web will also bene t. ButatteeWorld Wide
Web problems of Counting and Representation need a targeted solution.

As the host of web content, the web server is uniquely positioned to assis preservation of
the resources it serves. It both knows the resourdeagtand knows what kind of resources they
are. This dissertation presents research in which preservation functive®barintegratedinto the
web server itself. The CRATE Model de nes a method for addressin@thating Problem and the
Representation Problem using existing web server-compatible technél@gyies of experiments
which evaluated this approach are presented, along with a technicalre/ilde MODOAI web
server module which acts as the preservation agent. The feasibility of firiseayh is demonstrated
by a quantitative analysis of its use in a commercial web testing environment.
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Dedicated to my mother and to the memory of her mother.

...abarren eld gives birth to the fertile ground
— Byzantine (Septuagint) Psalter
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CHAPTERII

INTRODUCTION

Digital information lasts forever or ve years, whichever comes rst.
— Jeff Rothenberg[118]

1 THE CHALLENGE OF DIGITAL PRESERVATION

Signi cant funds have been devoted to digital preservation resebuthhere is still no consensus
regarding the best preservation strategy. Various governmentstattoeiavorld have organizations
whose mission is digital preservation, including the US [95], the UK [93]/dthal [66], Australia
[94], and Japan [142], among others. Each program has a primeug,fasually the digitization
and preservation of of cial collections such as historical cultural veakd/or government records.
Some countries are attempting to coordinate their efforts, for example thitbegimternational
Conference on Preservation of Digital Objects [59], but so far nonatenal standard has been
developed and accepted [73].

Preserving “everyday” websites is arguably harder than presemvafionore formal collec-
tions because so many non-professional people are involved in creatihghanaging their own
web content. Such home-grown sites typically lack the metadata and otheéustauihat facilitate
archiving commercial digital libraries, and a single site may contain a widetyaristyles and re-
source types but have no information on who authored the pages aralrto wrganize the content
by, for example, topic.

Should we care about these ordinary, common-place sites? There aoé le&sons that we
should, and not merely because tomorrow's US President probablydges on today's Facebook
site. Much of our social commentary and daily communication has moved frath pedia to
online sites including web pages, blogs, and social networking sites. rignthimg all of these sites
have in common is that they are hosted on a web server. Since web dgpiealy host many
sites, reaching one server can mean reaching a large number of iddeperebsites. Host servers
usually offer a variety of services to their client websites - shopping,caH$® support, web log
analysis, backup facilities - all of which are automated features requiring tiitttedo manpower
support by the provider. What if there were an automated preservattmmdas opposed to merely
a site back-up process), which is similarly simple to install and administer? Ifowlke diarness
the web server itself as an agent of preservation, we could improvehamces of achieving the
long-term preservation of web content.

This dissertation follows the style of thiternational Journal on Digital Libraries
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FIG. 1: The difference between “preservation” and “backup” is mdréiaus in the non-digital
realm where the concepts of “original’and “copy” are well-understo®&kaders know that the
images on these pages are themselves copies, and that the Rosetta Sianeljé British Museum
(left) is the “original” while the item for sale in a museum catalog [116] on thetrigla replica,
i.e., not the original.

There is a difference betweerneservatiorandbackup although to the lay person that difference
is perhaps not as obvious in digital media as it is in archeology (see Figur€dnsider this
dissertation, for example. Written using a digital typesetting system and aghools (LaTeX),
it is precisely duplicated on several systems and on a backup DVD. Whiblese is the canonical
le, or are they all “original”? A small piece of metadata, the timestamp, couldiphsbe used to
declare that one particular le is the original and the others are copiesdiBtinction becomes less
clear if the copies are made with the “preserve timestamp” option.

Since digital media is so readily replicated, the need for a preservationgstnai@y not be
obvious. There are many threats to the long-term persistance of digitaniafion. Rosenthal et
al. [114] identi ed over a dozen factors that could limit or prevent rezg\ysee Table 1 on the next
page). Examples of each can be found in world news archives. Inigitaldvorld, preservation
encompasses not justoring bits and bytes but also ensuring that they continue tadmessible
whether they are dark archives (for example, backup tapes which enaylp rarely accessed, or
historical les retained for general archival purposes), or a \itelsoften-retrieved home page.

Arguably the most in uential document on digital preservation has beeiRéference Model
for an Open Archival Systef20]. A comprehensive review of issues and best practices written by



TABLE 1: This list of threat factors for digital preservation comes frdr4]. The threats are real.
A cursory search of an international news archive will produce amgie for each of them.

* Media Failure « Communication Errors

* Hardware Failure e Failure of Network Services
* Software Failure « Software Obsolescence

e Internal Attack * Operator Error

* External Attack Natural Disaster
e Economic Failure * Organizational Failure
+ Media and Hardware Obsolescence

The Consultative Committee on Space Data Systems, it identi ed three keyyagse activities:

(1) Data refreshing

(2) Migration from one format to another

(3) Emulation
All three are essential for preserving digital information. The problendgsissues associated with
digital preservation are the same whether the target is a static, small websitsophisticated,
dynamic digital library.

Maintaining a viable archive is only part of the story, however; the cdardbould also be
discoverable. On the web such content discovery typically means usgagechsengine like Google
or Yahoo. The data that the search engine produces ultimately comes feowethserver. A
lengthy and repetitive request-response for each URL occurs hetivesearch engine and the web
server. The process is often inef cient [16], wasting computationelesyand bandwidth. A bigger
problem is that large sections of the web remain “hidden” [110], evergtihtluey can be accessed
through the server if a visitor knows where to look. Visible content, crawieskearch engines, has
the advantage of being at least temporarily preserved in the searcle @agime, effectively turning
the cache into an incidental preservation resource [87].

Up to now, web servers have participated in preservation more by attiderby design. Files
that are accessible via the web may be actively replicated on other walrssglr2, 56, 27], cached
by search engines [87], haphazardly stored by casual usergeatiamally archived as part of a
site snapshot [146, 61]. In a previous study we demonstrated thateagdargentage of a website's
known content could be reconstructed using search engine cachésvgh infrastructure”) [86].
Reconstruction only applied to crawled pages, of course. Pages tteahateadvertised on the site
itself or at another site as an external link, were never crawled andahergere not recoverable
from the search engine cache. Our data indicated that an advertiseclind be crawled; the key
is to advertise every canonical resource to the crawler. By extendingtdraction between web



server and crawler to encompass a more complete view of the site, ptesenfaveb-accessible
resources would be improved.

This is a much harder problem to solve than it would seem at rst glance.ahbwer depends
on who is asking the questio@ontent-negotiatioyfor example, can determine whether a document
is returned in an English-language version or a French-languagewve&ome parts of a site may
be cloaked from certain clients. Yet other dif culties stem from the fadtéh&ebsite is not a simple
mapping of a le system tree (Figure 2 on the following page). Dynamic catiten CGl scripts
also adds to the problem's complexity. In addition, web resources may getgally exist on the
server but instead be composed on-the-y by the combination of a le systsource (HTML
page), data from a database (dynamic content) and the access contekdnyy the web server
con guration le (httpd.conf, for instance). A subsequent visitor to tite &/ho issued the identical
request string could actually receive different content in reply. kangple, if the dynamic content
is a request for Unix time (number of seconds since 1970), that portidineopage will not be
the same as the previous response. Even though a website is visualizetirested graph of
URIs, a URI does not necessarily have a le system equivalent. Trselbirarchy of web pages,
including the hypothetical “website tree” pictured in Figure 2 on the nexepage abstractions
of reality. Web resources exist as URIs, essentially independentydirds to other URIs. The
mapping between a website and the le system is thus not one-to-one. i) shomerating every
accessible site resource may not be possible but we may be able to utilize$eztthe le system,
web con guration, and server logs to achieve an acceptable approximatio

2 SCOPE

This dissertation addresses two of the problems that arise in websitevatésgrtheCounting
Problem (getting all of a website's resources) and tRepresentation Problem(getting suf cient
resource description information, i.e., “metadata”). Both are crucialitptad preservation [117],
because resources cannot be accessed if we do not know ernoughttzem, and they cannot be
preserved if we do not have a copy of them. The web server is uniqositigned to assist in solv-
ing these problems, in large part because it produces the contentkve geeserve. It bothasthe
resources and knovaboutthem. The following questions represent the scope of this dissertation:

(1) What tools and methods can improve resource enumeration?

(2) Can enumeration tools be integrated with the web server?

(38) Can metadata be automatically and extemporaneously extracted from weltesso

(4) Can metadata utilities be integrated into the web server?

(5) Is it practical and safe to analyze resources at point of dissemination?

(6) Can the web server perform both resource analysis and resolikerylpackaged together
in an archival-friendly format?
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FIG. 2: Websites are often described as “trees”, with website “root’efirtdml) linking to re-
sources in other parts of the site. In many cases, however, resaueces linked to the main part
of the website (lower right). In other cases, they may link back-and-fevdbsites are more like
graphs than trees. This is one reason why a website “counting problests.ex

(7) Can preservation functionality be easily installed on a web server by a typétenaster?

3 APPROACH

The author designed and ran many experiments during a 3-year pennd,of them lasting more
than a year. Data was collected continuously throughout the period anelsthies were monitored
for issues such as hardware failure or other errors that tend to ondive web sites. The experi-
ments were focused on obtaining real-life metrics on the activities of weldangwguch as patterns
arising from website change and the time to harvest sites of various typgzandrhe author also
created various experiments examining the impact of metadata utilities on wel gerfiormance.
The experiments were done in a protected test environment as a proohadpt, followed with
longer, more detailed tests on a live, commercial server.

» The Counting Problem Several different sets of experiments were conducted to examine
website resource exposure, i.e., how much of a site is accessible anmgstdide, how much
is actually accessed. Each set involved the creation and installation ofsat4lehstinct
websites with unique content and a series of scripts to monitor and resuitsre

— Search Engine CoverageThe rst set of experiments looked at the major search en-
gines, tracking both the breadth and depth of their crawls and their perssie the



face of missing or changed resources. This group of tests ran foréor®nths. A
second series of tests were created that looked as site structure and dsompacess.
These experiments (4 very large websites of over 20,000 pages eamhronducted
over the space of 13 months.

— Sitemap Coverage The author used a snapshot of the Old Dominion University Com-
puter Science Department website to test the usefulness of Sitemaps ascen $olu
website resource enumeration. It compared the different results otbtfaome popular
tools and the limitations these tools impose.

— Tools & Methods for Improving Resource Enumeratioxpanding on the results of
the enumeration experiments, additional investigations were performedtirexather
potential repositories of website knowledge, i.e., logs and the web infcasteu An
archived copy of Old Dominion University's CS Department website wasl s a
test bed. The coverage of the website by each source is comparedtdbaioriginal
website, and techniques for maximizing coverage are discussed.

» The Representation Problem Various utilities are examined which are designed to extract
metadata from digital resources. The author's experiments tested a \&Hrigtljties against
a mid-size site having a variety of content commonly found on websites (HPBE, Video,
etc.). Detailed performance metrics were obtained for the utilities.

— Fully Automated Describes utilities which have a command-line interface and can thus
be invoked using scripts. Reviews issues found with attempted implementatiomef s
of these utilities.

— Partially Automated A look at utilities which combine both automatic and manual
input.

— Web Server-Compatible UtilitiesA discussion of the utilities which proved more
amenable to server inclusion.

* Integration of Preservation Functions into the Web Server The author's central thesis is
that the web server can actively participate in website preservation.eférence model for
this approach is called CRATE. A technical implementation of the CRATE neterenodel
was developed and evaluated via a new software mosideoal. Although based on a pre-
vious proof-of-concept module, the software was completely rededigné reimplemented
by the author over the course of 2 years. M@DOAI module has been installed on several
Apache web servers and tested under different load scenavio®0AI presents an inte-
grated solution to the two problems@buntingandRepresentationThe basis for this model
is explained in detail.



— Web server modulesDescribes the widespread use of web server modules and their
installation in the Apache environment. Web server modules are the softwaradtion
for the CRATE implementation approaclu@bpoAr).

— MODOAI A set of experiments was conducted usingDOAI. A mid-size test website
was installed in a commercial, web-testing environment. The results of thesd-exp
ments are presented and evaluated.

— The CRATE Reference ModePresents metrics of a standard website harvest (just the
resources) compared against a full CRATE archiving sequenseuirees plus meta-
data).

4 ORGANIZATION

The dissertation is organized into the following chapters, grouped by magjor 8ackground ma-
terial in Chapters 2 — 4 covers basic digital preservation conceptgntipractice, and how web
services affect preservation. Chapters 5 — 8 present the two ymésearproblems addressed in
this research, the Counting Problem and the Representation Problene. chagsers also describe
several experiments conducted as part of this research. Chapters present the CRATE refer-
ence model, an example technical implementatisafoAl), and an evaluation. Ideas for further
research and conclusions are presented in Chapters 12 and 13.,Enaktensive set of Appen-
dices provides additional technical information about the tools used in fexiexents, the CRATE
Model schema documents, and other relevant supplementary materials.

The following gives a brief summary of each chapter.

Chapter 2: Current Practice in Digital Preservation Concepts of digital preservation are
introduced along with public and private programs aimed at preservingldigitéent of all kinds.
The OAIS model is reviewed, and socio-economic factors that in uenesguvation are discussed.

Chapter 3: The Role of the Web Server in Digital PreservationThis chapter looks at the
impact the internet has already had on digital preservation, and cangtegs in which it can con-
tinue to aid preservation, both intentionally and incidentally. Private and petiticts speci cally
targeting preservation of World Wide Web content are discussed.

Chapter 4: The Role of Search Engines in Digital PreservatioThe concepts of web infras-
tructure, lazy preservation, and search engines as motivators ofomédnt are examined. A series
of experiments which mapped crawler coverage of different websitesisved and evaluated.

Chapter 5: Resource Enumeration: The Counting ProblemThis chapter presents a formal
de nition of the counting problem and examines why the counting problenmsexihie HTTP pro-
tocol is reviewed, along with website structure and common methods usesstarrce discovery.

Chapter 6: Evaluation of Resource Enumeration MethodsDescribes experiments to test
crawling, Sitemaps, and log harvesting as resource enumeration methadparxés the results of



each method, and proposes strategies to achieve maximum website rdistingce

Chapter 7: Resource Description: The Representation ProblenCompares the minimal
metadata available from an HTTP Response with the breadth and depth ofitaetagected in
an archival system. Examines some of the many utilities archivists use tcateenesource meta-
data, and their limitations.

Chapter 8: Evaluation of Metadata Utilities on the Web ServerDescribes a series of tests
implementing utilities in an Apache web server environment. Discusses compatibititgtadata
utilities with an operational web server.

Chapter 9: CRATE: A Model for Self-Describing Web ResourcesThe CRATE model is
introduced as a OAIS Submission Information Package. We describe Cofipjects as examples
of Archival Information Packages (AIPs). The process of buildif@RATE is detailed, followed
by a comparison of this model with other complex-object models.

Chapter 10: MODOAI : An Implementation of the CRATE Reference ModelDescribes the
design, development, and implementation of an Apache web server module imiplements the
CRATE model.

Chapter 11: Evaluation of the MODOAI CRATE Implementation Reviews the results of the
experiments on the Counting Problem and the Description Problem, andtegaiua feasibility of
integrating preservaton functions into the web server.

Chapter 12: Future Work This chapter presents follow-on research areas suggested by the
results of the work presented in this dissertation.

Chapter 13: ConclusionsSummarizes the results and contributions of this research. Discusses
advantages of the CRATE approach in web resource harvestingeeemation. Presents the pros
and cons of using the web server as an agent of preservation.

Appendices: Provides related materials including CRATE schema documents, examples of the
XML text response generated by the ApaacheboAl module, and detailed output from selected
metadata utilities.



CHAPTER I

CURRENT PRACTICE IN DIGITAL PRESERVATION

Data should be “born archival”
— Stewart Brand[15]

1 PRESERVATION: DEFINITIONS AND LIMITATIONS

1.1 Digital Libraries Compared with the World Wide Web

The rapid growth of the World Wide Web (“WWW?” or simply “the Web”) as a pbenenon dis-
tinct from the development of professional digital libraries has creatgumbaial set of preservation
problems, stemming in part from the disorganized nature of the web. Libravieether digital
or not, have certain characteristics includungque labellingof resources, information about each
resource, i.emetadata methods tdocateand toretrieveresources, and an expectgersistence
over time thanks tgreservation policieand procedures. Web sites also have a speci ¢ path to
each resource, but both the path and the content may change often; mathdenay lead to iden-
tical content; there is little or no metadata about the resources; accessiblepbiblished paths are
common; and neither the web site nor its resources have much certaintysist@ece.

Digital libraries have also bene ted from research into “best practif@streating, accessing,
maintaining, enhancing and preserving digital information. The seminal aodistributed digital
resource collections, is the Kahn-Wilensky Framework (KWF) [63],inglly published in 1995
[62]. It describechandleas the term for a resource's unique identi er, implemented on the web
as Uniform Resource Name (URN), and de ned thigital objectas being an abstract data type
which is a combination of theesourceandkey-metadataincluding the URN. Key-metadata may
include rights information such as copyright restrictions or limits on distribufidre KWF intro-
duces handle-creation authorities to ensure uniqueness in naming;ess acotocol for depositing
objects into, and retrieving objects from, a repository; and the aggregsdtaltiple digital objects
into a composite digital object based on some shared characteristic. Figanrh@& following page
illustrates these concepts.

In summary, the salient characteristic of a digital library is its managed, metadetaed, or-
ganized structure which facilitates both current access and long-tesarmation. By contrast, even
though the web itself has many elements of the KWF such as URNs and URidi¢bp ICANN
and DNS (handle authorities), an individual web site is often disorganiaekls metadata, has no
inherent rights-management structure, and may literally disappear owerriigspite super cial
similarities, digital libraries and the world wide web have very different attaristics.
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FIG. 3: A digital library (repository) as conceived in the Kahn-Wilenskgmework. Image taken
from [3].

1.2 Dublin Core

The Dublin Core Metadata Initiative began as an attempt to create a simplerstaedaf re-
source metadata, one that would be easy for any repository to impleméntildmany metadata
schemes, Dublin Core (“DC") evolved over time and now includes dozerdds, elements, qual-

i ers, and options. Table 2 on the next page lists the 15 elements referrag tmquali ed or
“simple” Dublin Core. Despite detailed instructions provided by the DCMI, detign of this set
of elds is not simple, and produces different results when sevemplpeattempt to describe the
same resource, including those with professional training [70, 21]. nibg the metadata for a
resource requires domain knowledge, training and experience, @vearhething as simple as un-
quali ed Dublin Core. Courses in “Cataloging and Classi cation” (AACR@r example) are part
of Library Science curricula at universities nationwide. Metadata comgestill a eld for experts.

1.3 The Resource Description Framework

The Resource Description Framework (RDF) evolved alongside Dublia {88, 111], but exists
independently. It is “designed to encourage the reuse and extensinataflata semantics” [89]
and as such can contribute to the metadata available for a particular rs®DE is a W3C rec-
ommendation, and part of the semantic web standard, an effort which segiap a “relationship
web” onto the Internet. RDFa [141] provides guidelines for integratingrimétion into web pages
within the conventional HTML tag format. Users can embed information thatttstnaman-usable
and machine-scrapable. Like Dublin Core, RDF calls for informed participaather than ama-
teur input which makes it less likely to be used on pedestrian web sites, acld iwmore typically

implemented as part of a professional digital library such as Connex@n ublin Core, RDF,

and other metadata schemes have been incorporated into HTML/XHTMLex#&wnple, by using
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TABLE 2: An example using Simple (Unquali ed) Dublin Core Categories. Tlgpothetic doc-
ument is this dissertation. Many elds can be used more than once (Date,and.yome have
multiple interpretations (Contributor and Creator, e.g.).

Element Description/Usage Example (this document
Contributor | Editor, translator Michael Nelson
| Coverage | Geographic area; region-encoding | USA |
| Creator | Author,co-author | JoanA.Smith |
| Date | File date, creation date, last change date May 28, 2008 |
| Description| General information | | PhD Dissertation |
| Format | File type, media, manifestation | Adobe PDF |
| Identier [ UniquelD | »jsmit/smith.pdf |
| Language | Spokenorwriten [ | English (American) |
| Publisher | Organization, person, originator | Joan A. Smith |
| Relation | Alternate version(s); e.g. PS, RTF | » jsmit/smith.ps |
| Rights | Rights held, e.g. copyrightand IPR | ©Joan A. Smith |
| Source | Originofresource | »jsmit/smith.tex |
| Subject | Classi cation code, topic, or keyword|  Computer science resgar
| Tite | Formal name of resource | ¢ CRATE: Integrating |
Preservation Functions
Into The Web Server
| Type | Contentnature, genre [ Text
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META tags (Dublin Core) or RDFa — but usage outside of digital librarie®tsyat common [46].

2 DIGITAL PRESERVATION MODELS & IMPLEMENTATIONS

2.1 The OAIS Model

Research into digital preservation predates the Internet by over 2. yidee records from NASAS
space program “Voyager” were known to be at risk as early as th@sl@hd the problems were
highlighted by the Commission on Physical Sciences, Mathematics, and Appigagport in
1995 [28]. The National Space Sciences Data Center formed the Cdiveuammittee for Space
Data Systems (CCSDS), which set up detailed plans to preserve both digitahalog mission
data [20]. The CCSDS group's efforts led to the creation of the Opehigatinformation System
(OAIS), which continues to in uence many digital preservation initiativesldwide.

The "OAIS” model has been adopted by many digital libraries and pragernvprojects around
the world. OAIS provides a framework in which all preservation effoglysical, digital, multime-
dia - share a common reference. It de nes 3 primary roles: prodaoasumer, and management.
The exact labels may differ by application area - author instead of peodarchivist instead of
management, for example - but the concept that items are submitted to anreyenitity for cura-
tion and later dissemination is applied to both the physical and the digital worlds.

In the acronym “OAIS” the word “Open” refers to the fact that the framek is developed
jointly in an open, public forum, in which any person or group may to participdteere is a
detailed Reference Model participants adhere to. The central unit Qfgka Archival Information
System is the information package itself, which incorporates the objectismather content and
supporting information elements such as provenance [20] or reproduigiids. OAIS de nes three

variations of the information package:

1. SIP The Submission Information Package is the item sent by the creator to a C&iiSea

for preservation.

2. AIP The Archival Information Package is the item packaged by the OAISwardbr preser-
vation, i.e., with descriptive metadata and whatever other elements are argcessit to
endure long-term storage.

3. DIP The Dissemination Information Package is the archived item, repackagautesented
to a (future) consumer in a form that makes it usable to that consumer.

In other words, we make, we store, we retrieve. This simple scenario tieie®mplexity under-
lying preservation. The canonical OAIS functional model is illustrated inifeig on the following
page, and shows the relationship of the SIP, AIP and DIP elements andrtkeponding roles of
producer, manager, and consumer. Although the OAIS model encoesthespreservation of both
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FIG. 4: This view of the OAIS Functional Model is taken from the CCSD$®dre([20]). Note
the operationally-intense role of management in creating and maintaining thiv@lrimformation
Packages (AIP).

physical and digital objects, the harder problem is acknowledged to be gtighial realm [117] as
anyone with a 10-year-old oppy disk and a 100-year-old family bible iadily understand.

Archival Information Packages (AIPs) are expected to contain sertc (ideally, all)
preservation-related data to enable future access. The processiixgib tthat it has been de-
scribed as requiring “heroic measures” [72]. A number of tools andgatares have been developed
to create submission (SIP), archival (AIP), and dissemination (DI€Qauges but their requirements
standards differ considerably. Victoria Electronic Records SystenRSJEEncapsulated Objects
are geared speci cally to Australian government records [145] and hamerous provenance and
signature elements included in them. Trustworthy Digital Objects, describ&lamney, provide
mechanisms to ensure long-term veri ability of the object [40]. The MetaHataoding and Trans-
mission Schema (METS) only requires a le inventory and structural map,wétadata like rights
and provenance completely optional [88]. Dublin Core, as mentioned rélgeared toward re-
source discovery. It is not focused on how resources are stoteonbhaving a consistent albeit
small set of metadata available [148]. Just cataloging the underlyingroestype is dif cult, as
we will see in Chapter VII on page 84, but future accessibility to the resodepends on know-
ing details like le type, compression schemes, character set, and moréoit) migration and
representation are on-going digital preservation problems.

Despite its complexity, the OAIS model has considerable exibility of interpretiatithe OAIS
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TABLE 3: File & Structural Map Sections of METS

| Section | Element| Examples \
File Location| Source Path

Target Path

Source URL

Content | By-Value (Base64)
By-Reference (File Ptr/URI
Structural Map| Div Sitemap

Links In/Links Out

model accounts for the existence of preservation problems, and psogtes and use-cases for
addressing them, but it does not prescribe a solution. Individualsitepies can implement it
as they see t. As [114] notes, the OAIS model is so exible that almost arsgesn can claim
conformance.

2.2 Complex Objects

The SIP, AIP, and DIP packages of the OAIS model@mplex objectsthey contain not just an
item to be preserved, but also include all associated information [96, 1@ type of complex
object that is familiar to the general public is the DVD. The storage model in roasgs is the
MPEG-4, an encoding format which is a type of complex object implementatioe DVD usually

contains not simply a movie but also embedded copyright protection, corrgudessible web
links, and occasionally music tracks, among other items. Complex object impldioestanable
related items to be packaged together in a single digital delivery. The doiscemployed in a
number of digital preservation systems, such as METS, PREMIS, VERISCRATE.

2.3 METS & PREMIS

The METS model is at the heart of many repository systems, including the widely software
packages DSpace and Fedora. The primary object, a METS “docuncentiins seven major
sections (Figure 5 on the following page), but only the File and the Strudilap sections are
required (see Table 3). The Content element of the File section allowsdberce to be included
either directly (encoded in Base64) or indirectly (by using a pointer)iréation lets repositories
share information about resources without requiring the resourcedogieated.
Some metadata schemas have been endorsed by METS. For the Dessgptive, Dublin

Core and MARC are recommended. For the Administrative section, reconathendemas include
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FIG. 5: (A) The VEO, a VERS Encapsulated Object; (B) The METS Docurbject and (C) the
PREMIS Intellectual Entity. Each is a different implementation of the Complexcbjpe.

the Schema for Technical Metadata for Tdsxam New York University, andlechnical Metadata
for Digital Still Imagesfrom the National Information Standards Organization (NISO). Like the
Victoria Electronic Record System (VERS) ingestion process (see Sexdoan the following
page), metadata utilities can be used on each resource to extract data Tectmical portion of
the Administrative section. Descriptive metadata is still a problem becausemitblin Core nor
MARC metadata can be derived for our sample resources.

Repositories customize METS viapao le which manages the types of resources it contains.
An image collection can have one set of metadata speci cations, while audicol&ztions have
another. Applying METS to a typical website raises complicated issues. d.assume a hypo-
thetical site containing 3 very different but commonly-found types ofueses, HTML, PDF, and
JPEG. Using the default pro le (from the Library of Congress tutoriebvsite, for example) we
would probably need to create three separate METS documents, onacforesource. Alterna-
tively, we could adopt the PREMIS extensions to METS, which is more suitedritgample site.
In PREMIS, our web site could be mapped to an “Intellectual Entity” with eddheresources
comprising an “Object” contained within that entity. Figure 5—(B) gives aceptual view of the
PREMIS Entity. On the other hand, our PDF can be considered a compleliedtual Entity of
its own, and we could therefore archive it as a separate object. In tes tee PDF would have
arelationshipto the HTML referral page. Like many Archival Information Packages, METS
AIP is an XML le where content may be included either By-Value or By-&eince. The structure
of the AIP follows the repository's METS pro le. In any case, mapping site's resources to one
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or more “documents” or to one or more “entities” will depend on the particulatampntation at
the archiving repository. Two agencies archiving our site could adenyt different strategies and
yet adhere to the METS model. The Library of Congress's AIHT Prggbotved how complicated
ingestion can be when two sources implement a model like METS in differeys {@&]. The
PREMIS data dictionary addresses this issue by providing more detailedligesl for metadata
elds and content. This is a boon to the knowledgeable archivist, but atitguset of criteria for
the typical webmaster.

2.4 VERS

The Victorian Electronic Records Strategy (VERS) was developed byrtvwingial government of
Victoria Australia to ef ciently manage digital versions of of cial records43]. VERS metadata
objects are designed to ensure authenticity. The VERS work ow (showigure 6 on the follow-
ing page) involves the process of converting, encapsulating, and digitgling each record. A
record is stored as an encapsulated object (“VEO”) which includeserigdon of the object for-
mat; the VERS version under which it was stored; the digitally signed objea@thvdontains both
object content and its metadata; the VEO signature and a locked signatckgdid other compo-
nents designed to certify the content and validity of the record. Details ofERS Encapsulated
Object are provided in a series of implementation guidelines [139]. Theegsoof implement-
ing a pilot VERS system has many steps. These measures may seem extrapredbcial web
resources, but forgery of any digital document or web site is feasiBi4]]

The VERS system's focus on evidentiary-quality digital archives requirgreat deal more
metadata than is currently provided by everyday websites. The most impelearent, the digital
signature, poses a problem in that the required PKI infrastructure es/adable through many web
hosting services; it is further complicated by the need to have a public kegcord for this site. In
addition, the MD5-Digest directive in the Apache web server defaultsffd so it must be specif-
ically enabled at the server. Finally, although itpgssible digitally-signing HTML documents
is not a prevalent practice. JPEG images occassionally have embedneilebinformation, but
encrypted or digitally signed images are relatively rare. In short, VEOsmgakd government
records (AIPs), but are not practical for quotidian website pregien.

2.5 MPEG-21DID

LANL has successfully adopted the exible MPEG-21 DIDL model for useligital repositories.
Figure 7 on page 18 shows how a Technical Report is stored in the MRAHEG+mat at LANL. The
main MPEG-21 object, called a “container,” can have multiple nested cordaitems, and com-
ponents. “Descriptors” accompany each of these elements to providenatfon such as origin,
date, and element content-type - i.e., metadata about the metadata. Althougilgitied mdustry
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speci cation permitted deep nesting of containers and objects, LANL's imphatien only al-
lows a container to grow in breadth, not depth. This approach simpli esuree access, update,
and general management. Like many other XML-based complex-objectisnogetadata and re-
sources may be included either By-Reference or By-Value. If we adséional information about
aresource, it can be included within the container as an additienmalFor example, more detailed
information about le Foo.pdf, including metadata about its embedded imagpsdsiced by the
Jhove PDF-HUL module (see Appendix C on page 164— 1 on page 16d)1Hbve metadata would
be contained within onggem-componenin the container, and the Acroread information (Figure 8
on the following page) would be contained within anotiv@m-componentA third item-component
could hold the complete set of response-request elds.

LANL's use of MPEG-21 exhibits a relatively simple ontology. Harvestingebwgite would
produce three containers, one per resource. The number of itemsic@aainer would vary with
the number of metadata source-types. If no utilities were used, only the HiET&lata item would
exist. Otherwise, one item per metadata type would be included in the confBmeemal element
in each container is the resource itself, also enclosed witdrintags.

3 LOCKSS

Digital preservation solutions often require sophisticated system adminigbaticipation, dedi-
cated archiving personnel, signi cant funding outlays, or some cortibmaf these. In a similar
vein, LOCKSS, “Lots of Copies Keep Stuff Safe,” is a solution adoptesdweral large research in-
stitutions and publishers such as Stanford University and the Govermretibg Of ce [82]. Since
very long term availability of resources is not guaranteed by digital libpallishers, subscribing
institutions need a way to ensure long-term access to the information withdatimppublisher
copyrights. An alliance of subscribers which act as a distributed bpaystem, LOCKSS provides
a collection of cooperative, deliberately slow-moving caches operatediigipating libraries and
publishers to provide an electronic “inter-library loan” for any participghat loses les. Because
it is designed to service the publisher-library relationship, it assumeslafeatdeast initial out-of-
band coordination between the parties involved. Its main technical disadpeais that the protocol
is not resilient to changing storage infrastructures.

The protocol is based on peer-to-peer technology, and is particutexigéd on the issue of au-
thenticity, since digital information is easily transformed. Bit-level comparisdémsultiple copies
are used to ensure le integrity over time. A complicated system of “voting” agribve mem-
bers is used to prevent unauthorized distribution of copies to non+shibgcinstitutions. Rights
management is a central concern of publishers who have historicallndegpen the costs and
practicality of reproduction as one deterrent to copyright infringeme@CKSS reassures publish-
ers by tracking which members are authorized subscribers of publicatiodsillowing restoration
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<?adobe-xap-filters esc="CR"?>
<x:xmpmeta xmins:x= adobe:ns:meta/
x:xmptk= XMP toolkit 2.9.1-13, framework 1.6 >
<rdf:RDF xmins:rdf= http://www.w3.0rg/1999/02/22-rdf
xmins:iX= http://ns.adobe.com/iX/1.0/ >
<rdf:Description rdf:about= uuid:d46586fa-403c-4c1
<?adobe-xap-filters esc="CR"?>
<x:xxmpmeta xmins:x= adobe:ns:meta/ x:xmptk= XMP toolk
framework 1.6 >
<rdf:RDF xmins:rdf= http://www.w3.0rg/1999/02/22-rdf
xmins:iX= http://ns.adobe.com/iX/1.0/ >
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:pdf= http://ns.adobe.com/pdf/1.3/ >
<pdf:Producer>ESP Ghostscript 815.02</pdf:Producer>
</rdf:Description>
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:xap= http://ns.adobe.com/xap/1.0/ >
<xap:ModifyDate>2007-03-14T10:00:21Z</xap:ModifyDat
<xap:CreateDate>2007-03-14T10:00:21Z</xap:CreateDat
<xap:CreatorTool>
dvips(k) 5.95a Copyright 2005 Radical Eye Software</xap:C
</rdf:Description>
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:xapMM= http://ns.adobe.com/xap/1.0/mm/ >
<xapMM:DocumentID>uuid:ada536f0-811e-487d-b20a-23eb
</xapMM:DocumentID> </rdf:Description>
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:dc= http://purl.org/dc/elements/1.1/ >
<dc:format>application/pdf</dc:format>
<dc:title> <rdf:Alt> <rdf:li xml:lang= x-default >jcdl
</rdf:Alt> </dc:title> </rdf:Description> </rdf:RDF>
</x:xmpmeta>c-9713-43b5a2f3f649 xmIins:pdf= http://n
<pdf:Producer>ESP Ghostscript 815.02</pdf:Producer>
</rdf:Description>
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:xap= http://ns.adobe.com/xap/1.0/ >
<xap:ModifyDate>2007-03-14T710:00:21Z</xap:ModifyDat
<xap:CreateDate>2007-03-14T10:00:21Z</xap:CreateDat
<xap:CreatorTool>
dvips(k) 5.95a Copyright 2005 Radical Eye Software</xap:C
</rdf:Description>
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:xapMM= http://ns.adobe.com/xap/1.0/mm/ >
<xapMM:DocumentID>uuid:ada536f0-811e-487d-b20a-23eb
</xapMM:DocumentID> </rdf:Description>width
<rdf:Description rdf:about= uuid:d46586fa-403c-4clc-
xmins:dc= http://purl.org/dc/elements/1.1/ >
<dc:format>application/pdf</dc:format>
<dc:title><rdf:Alt> <rdf:li xml:lang= x-default >draf
</rdf:Alt> </dc:title> </rdf:Description> </rdf:RDF>
</x:xmpmeta>

-syntax-ns#

it 2.9.1-13,
-syntax-ns#

9713-43b5a2f3f649

9713-43b5a2f3{649

e>
e>

reatorTool>
9713-43b5a2f3f649
cfe106b7

9713-43b5a2f3f649

07.dvi</rdf:li>

s.adobe.com/pdf/1.3/ >

9713-43b5a2{3f649

e>
e>

reatorTool>

9713-43b5a2f3{649

cfel06b7

9713-43b5a2f3f649

tFoo.dvi</rdf:li>

FIG. 8: Metadata derived from Foo.pdf using Acroread.
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FIG. 9: The basic OAI-PMH Data Model. This view is adapted from the mpdetented in [136].

of lost materials only when a speci c set of criteria has been met.

4 OAI-PMH

The Open Archives Initiative Protocol for Metadata Harvesting, OMHR is based on a simple
data model consisting a&sources, items and recordss shown in Figure 9. Like many library-
driven initiatives, OAI-PMH is focused on resource metadata such them@hip, copyrights, cre-
ation and modi cation dates. Traditionally, the resource itself is not hardestestead, queries
requestmetadata recordsuch as Dublin Core metadata, using the resource's uniqgue OAI-PMH
identi er as the point of entry. Each of the metadata records has its own datestangeatida-
tion type; queries can access an item's metadata records by adding gualf #ne resource does
not change, but one of its metadata records has new information, thecestate will remain the
same while the metadata record has the more recent timestamp. Another féater©a1-PMH
data model is theet enabling selective resource harvesting based not on a resolacat®n in
the site, but on the resource's membership in that set. Finally, respongesries are returned in
XML, making it easily adaptable to text-based protocols like those used thootighe Internet.
For example, OAI-PMH requests and responses are typically communmateti TTP.
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TABLE 4: OAI-PMH Verbs

OAI-PMH Verb Description
Identify returns a description of the repository (name, POC, efc.)
ListSets returns a list of sets in use by the repository
ListMetadataFormats returns a list of metadata formats used by the reposjtory
Listldenti ers returns a list of ids (possibly matching some criteria)
GetRecord given an id, returns that record
ListRecords returns a list of records (possibly matching some criteria)

OAI-PMH supports six verbs or “protocol requests” which are listedabl@ 4. Three of the
verbs are aimed at helping a harvester understand the nature of aRNIAIRepository 4den-
tify, ListMetadataFormats, andListSets The ListSets verb can let a harvester know that a site
maintains sets, and what those sets are. Resources grouped by MIBHE(&/p., image, audio)
and subject area (e.g., USHistory, animé) are typical examples of sets shatmight de ne and
support. The other three protocol requests are used for the actwaltiag of XML metadata:
ListRecords is used to harvestcordsfrom a repository.Listldenti ers is an abbreviated form
of ListRecords, retrieving onlidenti ers, datestampandsetinformation. GetRecordis used to
retrieve an individuatecord from a repository. Required arguments specify ithenti er and the
metadata format

The URL request string contains all of the elements needed for the derftéil the request
which is executed via an HTTP GET command. For example, an OAI-PMHsiiepp at baseURL
http://arxiv.org/oai2/ maintains resources in sets called “physics”, “cs”, “math”, and
“stat” (among others). To request only the “physics” records, andiitiqular only those records
that have changed since 27 September 2006, requires a simple URL.:

http://arxiv.org/oai2?verb=ListRecords&set=physics
&metadataPrefix=0ai_dc&from=2006-09-27
The response will contain Dublin Core metadatacérd9 for all items {denti ers) in the set
“physics” that have changed since September 27th 2006.

An OAI-PMH repository, or data provider, is a network-accessibleesaihat can process the
six OAI-PMH protocol requests, and respond to them as speci ed bytb®col document. A
harvester (or service provider) is an application that issues OAI-PMkbpol requests in order to
harvest XML formatted metadata. In ReST terms (over HTTP), this meansdbétes or other
session-management techniques are not needed. The requestasitaigscall elements needed for
processing at the server, and the response string is simple XML ovelPFBEalability in OAI-PMH
is achieved through building hierarchical harvesting networks agitregators- services that are
both a harvester and a repository [69]. For example, a site might maintain eticollef PDF les
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on the subject of “Probability” and also provide metadata (links, summarisggtothat cover other
aspects of statistics.

Since some OAI-PMH requests can result in a very long response, fibsitery uses ae-
sumptionToketo separate the long responses into many shorter responses. A LisiRezgponse
containing 1 million records could be separated into 2000 incomplete lists oféa@dds each,
which may better suit the load requirements of the server. The fundameistaigdishing char-
acteristic that separates harvesting with OAI-PMH from regular weblizrgus that the repository
chooses the size of the resumptionToken, not the harvester. This adipasitories to dynamically
throttle the load placed on them by harvesters. The format of the resumglkiemis not speci ed
in the protocol and is left to individual repositories to de ne. Load-baiag, throttling and differ-
ent strategies for resumptionToken implementation are discussed in theNDAkRplementation
Guidelines [69].

Another powerful feature of the OAI-PMH is that it can support any i@tz format de ned by
means of an XML Schema. The minimum requirement is support for Dublin 3d&], but this
metadata set can be automatically derived for a web resource from thEe Hd&ader information.
This exibility has generated considerable interest in liberal interpretatidrise data model's el-
ements -resource, metadata, records, and itemis some cases, it means using OAI-PMH for
other than typical bibliographic scenarios [137]. In other cases, theesttes in transmitting the
actualresourceand not just thenetadata How does OAI-PMH, which is a metadata-transfer pro-
tocol, transmit the resource itself? This is accomplished by encoding thercestself in Base64.
The resource has been converted to XML-compatible, ASCII-formatdattaecord which can be
included in an OAI-PMH response, as shown in Figure 10 on the next pag

Despite being a relative newcomer to the list of web-compatible protocolsFOM is already
in use to some extent by Google, MSN, and others [149, 45, 36]. It isTa@rPrbased protocol de-
signed to allow incremental harvesting of XML metadata [135], with quenyaeses that are both
human-readable and multi-system compatible. The low-barrier nature ofdbecpl with its six
simple verbs and query structure account for the interest by seagaiesnespecially considering
the possibility of using a single query to generate a “latest updates” typespbnse containing
records about multiple resources on the server. Such an approalchsewe a search engine con-
siderable crawling and processing time.

5 SOCIO-ECONOMIC FACTORS INFLUENCING PRESERVATION

In his report to the Library of Congress on archiving the web, Petendry cited cultural, eco-
nomic, and legal problems in addition to technical issues like emulation, migratidrjecoding

of copyright protections [76]. Many of the problems fall into more than caiegory. For exam-
ple, DVDXCOPY software purchased on the web in 2002 is no longeldesezause the requisite
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FIG. 10: OAI-PMH can include complex objects as metadata. The MPEGH2LL Bnd METS are
complex object types. (Image adapted from [136]).

authorization keys are no longer maintained now that the company is ousifelss [32]. Law
suits caused the company's demise (legal aspect), the software careadtiviated by a key found
on the original web site (technical aspect), and the legal problems aeoaede commercial DVD
producers believed they were losing money to users of DVDXCOPY (@oanaspect). For the
original DVDXCOPY site, preservation was not an option.

An example of intentionaton-preservatiomf information is the cryptography analysis systems
developed at Bletchley Park during World War 1l [125]. Alan Turingision of a nite state ma-
chine had been successfully built and used to decode ciphers duringithRather than risk such
advanced technology being stolen, the UK government directed thatlewer be destroyed — from
the plans to the computers and their data [125, pages 279-292]. A similar dilemsneecently
raised with the publication of nuclear-bomb fabrication information from @hieed copy of an
Iragi web site, restored as part of a US government initiative [17]. tAeroexample which fea-
tured prominently in recent headlines is the web site of a congressmaredafusoliciting (male)
Congressional pages [49].

While nancial motives may be an obvious factor in the “preservability” ofetvsite, there are
other social aspects to consider. Many countries have a ban on cegamay political content,
and a wide variety of other topics are considered in bad taste, although ttitah of “bad taste”
varies by culture. Accessibility to such content via the WWW would enablerdténternational)
groups to archive sites considered revolutionary by the local governnide decision ofvhich
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sites are formally archived is not easily made, whether by local grougpgemal third parties. But,
supposing that all web sites regardless of content are to be presangekinowing that the process
is linear (at least, to some degree), which sites are at the top of the list, écidavh at the bottom?
Who should make this determination? When tax dollars are applied to preserthggublic has
a vested interest in these decisions.

Governments and organizations necessarily prioritize their efforts becfunding for any
project is always limited; this constraint applies as much to web archivingdoesd to any task.
Social, cultural, and political motives will naturally in uence web preservatiwith “important”
collections garnering the lion's share of effort. While the “Top Ten” lissités may change from
one year to another, parochial or pedestrian websites are unlikelytbewn that list despite the
large number of sites created and maintained by ordinary users.

One idea that offers possibilities for improving this situation ideémocratizerchiving. Itis the
author's belief that putting archiving tools in the hands of the everyddnvesteicould produce an
interest in digital preservation resulting in a variety of today's quotidian biégsg accessible in the
far future. This dissertation presents concepts and tools that couldbtetio this democritization
process, and hopefully to more of today's digital information being availiattlee distant future.

6 SUMMARY

Preservation is a complex problem with no single, perfect solution. Digitafnmédtion varies too
much in format, protocol, and repository requirements to have a compiredaatution that suits
all. Funding, expertise, and infrastructure requirements each impacedbkbility of any given

approach. What works well for a highly structured, professionaliyiatstered digital library may
not be practical for the everday website and webmaster. Automatedagesare reasonable

for such websites since they involve little system administration overhead.cdinplex object

concept, which packages the resource and metadata together, codiplbedsfor use on quotidian
sites without involving signi cant expense or effort.
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CHAPTER IlI

THE CURRENT ROLE OF THE WEB SERVER IN DIGITAL PRESERVATION

1 INCIDENTAL WEB PRESERVATION: USENET

In 1997, Hauben and Hauben [54] extolled the value and virtues ofedfisancollaborative in-
ternational system of online services accessible via telephone line andmiomia virtually any
computer in the world. This “net” had been already available for two decatithat point (since
1979), but it pales in comparison to the Web we have today. @meéletbecamehe Web many

of the servers that had provid®&BS(Bulletin Board) services went dark, i.e., they were no longer
available. With them went many notable Net items, like the announcement of tHd Winle Web
from Tim Berners-Lee [44] and the rst posting mentioning “MS-DOSL3]

Remarkably, much of this was recovered thanks to a concerted eff@obgle to restore these
postings and to make them accessible to the Web community [42]. What makesntiaikable is
that these les were not recovered from a preservation archivérbot the archived copies made
by everyday usersthen Usenet was in its prime. In some cases, the data came from the Exabyte
and DAT tape archives of users; in other cases, the data was reftureddackup CDs in personal
collections; and a large set came from the archives of a group pedhgssoogle (Deja News).

There were many factors contributing to the success of the Usenettpr@jae was that the
timeline was reatively short and the hardware needed to extract infornfetionthings like DAT
tapes could still be found, although with dif culty. But perhaps the biggesison that it was
possible to restore so much of the former Usenet is that the data was primapigimASCII
text rather than in specialized character sets or in a proprietary binanafo ASCII, the Ameri-
can Standard Code for Information Interchange, was developed ir96@s1to represent standard
English-language characters and selected control codes for mambicessing instructions [113].
ASCII or an extended variant of ASCII is still used worldwide. Just ase& was the decipher-
ing key provided on the Rosetta Stone (Figure 11 on the following page}lIAgas they key to
deciphering the bits on the various media.

This example stands as a kind of exception to the rule that preservationdbygmeservation-
ists, but it also serves as a hint of future opportunities if preservaticendratized. In addition, it
suggests thatimpleformats and clear encoding could increase the likelihood of long-terneipres
vation of digital information.
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(A) Languages on the Rosetta Stone (B) Rosetta Stone metadata as Duklin Cor

FIG. 11: Three languages appear on the Rosetta Stone. While all wesenman use when the
stone was made, by the time of archeological discovery only ancient @aeektill understandable.
Just as ancient Greek succeeded as an international languagelafsicip, ASCII has succeeded
as the basis of computerized character encoding. The metadata of thev@®adkey to the repre-
sentation and understanding of other ancient languages. (A) is frd2}; [(B) is from [34]

2 INTENTIONAL WEB PRESERVATION: INTERNET ARCHIVE

In the United States, the task of website preservation has been largeipeas$ly the Internet
Archive (IA). Although it receives some funding from the Library obi@ress, Internet Archive is
a private, philanthropic endeavor funded primarily by Brewster Kahliehvbollects snapshots of
web sites [146], not just once but several times over the course of.y€Re |A hosts a site called
the Wayback Machinewhere historical snapshots of sites can be viewed. As of this writing, the
Wayback Machine has historical views of the Old Dominion University Conmrfsitéence Depart-
ment website dating back to 1997 (Figure 12 on the next page). Thehsrtdpsa particular date
can range from only a few pages to nearly complete, depending on whatdtvler was able to
access at the time the site was visited by IA.

As a typical web crawler, IA has many of the same limitations that other seagthes have,
i.e., it depends on the web server for information [18, 24]. Getting a conljdéte of possibleand
accessibldJRLs at a site is no easy task [16, 55]. For web preservation this mednefteshing
is a problem: unfound resources are unrefreshed resourceswied resources are unpreserved
resources. Even those ttaat refreshed lack suf cient forensic metadata for preservation.

There are often long delays between Internet Archive crawls andosteng of a site snapshot,

Lhttp://www.archive.org/web/web.php
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FIG. 12: The Internet Archive's Wayback Machinkttp://web.archive.org/web/ */
http://www.cs.odu.edu ) has taken numerous snapshots of the CS Department website over
the years. Not all those shown can actually be accessed, and links witipsiots may also be
broken.

and sites that have frequent changes are unlikely to have all possilgshets captured. Sites
that have been crawled and archived at the |IA may nonetheless pamaessible, or be missing
key elements and images that were part of the original site. TheURLs tedentfie Wayback
Machine in Table 2 on the following page demonstrate some of the problenssasseexperience
when attempting to access snapshots. These example URLs re ect hisiofacenation that is
only a few years' old, but which is already incomplete. Despite the Inteknettive mission of
web preservation, it is a primarily philanthropic endeavor funded by BiemKahle with some
additional funding from organizations like the Library of Congress. éehs its income is much
lower than Google's billions of dollars in capitalization. It is therefore uliséa to expect the IA
to succeed in archiving more than a small fraction of web content.

Many web sites have been replicated by users around the web, sometinm®matiéy (the
Comprehensive TeX Archive Network — CTAN — mirrors, for instans®metimes illegally (the
Russia-based clone of O'Reilly resources at the formersife//www.orelly.com , for ex-
ample) [27]. Search engines have been known to cache large portiarsit®, but our experiments
showed that usually such a cache is purely temporary: if the site disapfeacached copy on the
search engine usually follows soon after [87]. Site mirroring is not a seldtiolong-term web
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TABLE 5: Problematic snapshots on the Wayback Machine

Path index error:
http://web.archive.org/web/19971010201632/http://ww w.cs.odu.edu/

| Missing content: ]
http://web.archive.org/web/20030419163818/http://ww w.cs.odu.edu/

| Notinarchive: ]
http://web.archive.org/web/19970606105039/http://ww w.cs.odu.edu/

preservation, in part because it plays a backup role rather than a hasemébive role [12]. Once
site components are changed, the mirror typically re ects the change (etsaadt amirror), so
the evolution of a le through its various incarnations would usually also be I18&e mirroring
probably has limited utility as a preservation tool for the long haul. Even if a meidreite was
preserved in its bit-wise splendor, guring out how to interpret it at somtadt future point would
be a challenge. Preservation demands keeping enough related infortoaitable sensible future
access.

The Internet Archive stores crawled sites in a le format calldRIC[74], shown in Figure 14
on page 31-(A), with a command-line example shown in Figure 14 on pagB)3Except for the
protocol headers, web crawling using HTTP, FTP, and NNTP typicalhegses little or no explicit
descriptive metadata. A web site merely needs to be crawled by the Alexigfoolttoe ARC e to
be created, or it could use IAs Heritrix [91] to self crawl, creating acthawal-quality snapshot of
the site.

Such an approach does not provide much in the way of future forerfereriation, so the In-
ternet Archive also offers an expanded preservation-orientediogpservice, Archive-It [2] The
service is on a fee-based subscription, and allows the subscribing sitavtdgDublin Core meta-
data, multiple “seed” URLSs, varying schedules for each seed, and attlgving details. For our
sample site, we would need to manually introduce the Dublin Core informatioraédr esource,
via the Archive-It catalog form. Even though this is an improvement facatig over plain HTTP
metadata, expressing technical information in these elds is awkward sat 8ensider the Jhove
analysis of our JPEG resource, shown in part in Figure 13 on the aget pVhat parts of the analy-
sis should be entered into Dublin Core elds? What kind of consequeartssfrom discrepancies
in the output from other utilities if we do choose to include some or all of the imédion?

ARC les are plain ASCII text, and any characters outside that range imeisiescaped”.
Whether we use the expanded, Dublin Core-based version or the drigieaarchived le con-
forms to the ARC format: le header with version information followed by the UfRtord which
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<?xml version="1.0" encoding="UTF-8"?>
<jhove xmins:xsi="http://www.w3.org/
2001/XMLSchema-instance"
xmlns="http://hul.harvard.edu/ois/xml
/ns/jhove"

release="1.1" date="2006-06-05">
<date>2007-04-19T12:20:23-04:00</date>
<repinfo uri="/var/www/Barfoo.jpeg">
<reportingModule release="1.2"
date="2005-08-22">JPEG-hul
</reportingModule>
<lastModified>2007-02-03
T18:22:23-05:00</lastModified>
<size>25474</size>
<format>JPEG</format>
<version>1.01</version>
<status>Well-Formed and valid</status>
<sigMatch><module>JPEG-hul</module>
</sigMatch>
<mimeType>image/jpeg</mimeType>
<profiles><profile>JFIF</profile>
</profiles>

<properties>

<property>
<name>JPEGMetadata</name>
<values arity="List" type="Property">
<property>
<name>CompressionType</name>
<values arity="Scalar" type="String">
<value>Huffman coding,

Baseline DCT</value>

</values>

</property>

<property>

<name>Images</name>

<values arity="List" type="Property">
<property>

<name>Number</name>

<values arity="Scalar" type="Integer">
<value>1</value>

</values>

</property>

<property>

<name>Image</name>

<values arity="List" type="Property">
<property>
<name>NisolmageMetadata</name>

<values arity="Scalar"
type="NISOImageMetadata">
<value> <mix:mix xmlns:mix=
"http://www.loc.gov/mix/"
xmins:xsi="http://www.w3.0rg/2001
/XMLSchema-instance"
xsi:schemalocation=
"http://lwww.loc.gov/mix/
http://www.loc.gov/mix/mix.xsd">
<mix:BasiclmageParameters>
<mix:Format> <mix:MIMEType>
image/jpeg</mix:MIMEType>
<mix:ByteOrder>
big-endian</mix:ByteOrder>
<mix:Compression>
<mix:CompressionScheme>6
</mix:CompressionScheme>
</mix:Compression>
<mix:Photometriclnterpretation>
<mix:ColorSpace>6</mix:ColorSpace>
</mix:Photometriclnterpretation>
</mix:Format>
</mix:BasicimageParameters>
<mix:ImageCreation>
</mix:lmageCreation>
<mix:ImagingPerformanceAssessment>
<mix:SpatialMetrics>
<mix:SamplingFrequencyUnit>3
</mix:SamplingFrequencyUnit>
<mix:XSamplingFrequency>0
</mix:XSamplingFrequency>
<mix:YSamplingFrequency>0
</mix:YSamplingFrequency>
<mix:ImageWidth>459</mix:ImageWidth>
<mix:ImagelLength>253</mix:ImageLength>
</mix:SpatialMetrics>boxedminipage
<mix:Energetics>
<mix:BitsPerSample>
8,8,8</mix:BitsPerSample>
<mix:SamplesPerPixel>
3</mix:SamplesPerPixel>
</mix:Energetics>
</mix:ImagingPerformanceAssessment>
</mix:mix> </value> </values>
</property> <property> </repinfo>
</jhove>

FIG. 13: Part of the metadata derived from Barfoo.jpeg using JhdREG-HUL module.

Appendix C on page 164 for other Jhove sample output.

See
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filedesc://IA-001102.arc 0 19960923142103
text/plain 76 1 0 Alexa Internet

URL IP-address Archive-date

Content-type Archive-length

http://www.dryswamp.edu:80/index.html
127.10.100.2 19961104142103 text/html 202
HTTP/1.0 200 Document follows

Date: Mon, 04 Nov 1996 14:21:06 GMT
Server: NCSA/1.4.1

Content-type: text/htmi

Last-modified:

Sat,10 Aug 1996 22:33:11 GMT
Content-length: 30

<HTML>

Hello World!!!

</HTML>

(A) (B)

FIG. 14. Figure (A) shows the conceptual view of an ARC object anddtaponents. Text in
(B) shows ARC le example data (sample content frémtp://www.archive.org/web/
researcher/ArcFileFormat.php ).

begins with a list of metadata elds included with this particular record, and evith the actual
content returned from the HTTP method (e.g., GET). ARC les are congprkat both the URL-
record level and at the le level, for improved storage. Although not wmiiteXML, an ARC le
is mostly human-readable, once uncompressed, as shown in Figure 14.

The International Internet Preservation Consortium (IIPC) hasldeed an extended revision
of the ARC format called “WARC?” (for “Web ARChive”) which lets harwésy organizations ag-
gregate large amounts of web resources into speci ¢ collections with loaaflighed metadata such
as “subject” or unique record ID. The proposed WARC format has monsesections to clearly de-
lineate “records” in the le. A record, in WARC terms, can be the “resgghthe “request”, le
structure (“warcinfo”), or other descriptive information. Like other raged collection models,
WARC expects the repository to provide any metadata outside of the HTTieseresponse event
information. This can be a challenge for the average web master.

3 OTHER WEB ARCHIVING EFFORTS

Web site preservation is the mission of organizations like Japan's NationaLbrary [142] and
the National Library of Australia Digital Services Project. [94] The U.S hunded the National
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Digital Information Infrastructure Preservation Program (NDIIPP)rireffort to preserve as much
of the web as possible [95]. The mission of the Henry A. Murray archivéarvard University [52]
is to “preserve in perpetuity all types of data of interest to the researamemity”, much of which

is now web based. Both Holland [66] and the United Kingdom [93] have maltiorograms that are
attemtping to preserve their national digital heritage, and include at leastswitien of the Web in
the program's scope. In addition, the European Archive is a relatieelsnt endeavor whose goal is
to “[lay] down the foundation of a global Web archive based in Eurg@&] The primary focus at
this point is European heritage, including non-web-based materialsitBéspse efforts, as noted
in Chapter Il on page 9, there is no effectiylebal web-preservation strategy in place, nor is there
likely to be, given the wide variation in goals and the expense involved inaucindertaking. Like
the Usenet experience, the casual, quotidian website is more likely to leeywedHy accident than
by design.

4 THE WEB SERVER AS AGENT OF MIGRATION

Fashions come and go in digital le format just as they do in hardware dedigrstscript les,
once the only way to achieve a truly “typeset” look for a printed digital docutmieave since
been almost completely replaced by Adobe's Portable Document Form&).(RBhazon's e-book
reader, the Kindle [1], can enable text and images to be resized, linkekimarked and annotated.
These features, plus the Kindle's form-factor have resulted in the cneatiget another le type
speci ¢ to the Kindle. Will this become the next “PDF” — that is, will documentsition to an
interactive format used by e-book readers? This format is very newit s currently supported
by popular magazines (Forbes, Newsweek, and Time for example), @iselef national and
international newspapers (Le Monde, Shanghai Daily, and the Nek/TYores, among others), and
over 100,000 book titles with more being added daily. Despite its relative rssyiiee new format
is gaining rapid acceptance.

As an experiment, the author used the Amazon conversion service toriipa@ree early draft of
this dissertation, accomplished by sending the PDF le to a special Amazon aduagss where
it is reformatted and then sent wirelessly to the owner's Kindle. Amazon dtat¢the service
is still experimental at this time, and in fact the conversion did not producéya“Kindle-ized”
document: Clicking on an entry in the table of contents brings the reader tpdimtin the doc-
ument, but bibliographic references and footnotes are not linked xiomple. Nonetheless, this
conversion/migration is an intriguing example of a nearly interactive migratiooess for digital
documents arising directly from web services.

On the web itself, HTML appears to be giving way to XHTML and SHTML alongh
Javascript and other dynamic content generation techniques. [3Fhr&lighout these changes,
both web servers and browsers have aided migration by the use of NIpiEg to de ne thekind
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of le sent in the response. Consider the example in Figure 15. Brows®ersnain users of web
content, have also acted as agents of migration by having plugin modules vaelmanderstand a
wide variety of le types. Interpretation of content is limited only by the availabitifya plugin,
and suf cient interest in the le type is likely to push for the developmentwitsa plugin. In other
cases, interest is incompatible types, such as the Virtual Model le typégoi€ 15 may generate
tools to convert the content into something understandable, thus enabtitenttypes both new
and old to be accessible to users. The author's recently installed Apaatheeswver has over 700
MIME types, which is more than 10 times the number that were de ned in the gaersion
installed in the year 2000. Again, the democratization of web services alsdha® improved the
likelihood of digital content preservation.

FIG. 15: Unhandled MIME Type & Resource Migration. On the top is therarressage generated
by the author's web browser when attempting to get the original VRMLnistlogo.wrl The web
server knows the MIME type, but the browser has no plugin to handle deftults to a decision
box asking what to do with the resource. On the bottom is another welr §88javhere the le
has been converted into something currently understandable by theelordiie received MIME
type in this case is image/jpeg.
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5 SUMMARY

The bene ts of “preservation by popular demand” have already been i the Usenet restoration
undertaken by Google. Internet Archive's efforts have proved @b to many people, and have
helped restore websites around the globe [87]. More importantly, they iv@ught the issue of
preservation of web content into the popular domain. Still, a single orgamzattwether national
or international cannot match the sheer volume of web content awaitingchiverr In the end,
grass-roots preservation efforts and popular personal arcbilections may be what provides the
future with insight into this generation's digital heritage.
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CHAPTER IV

THE CURRENT ROLE OF SEARCH ENGINES IN DIGITAL PRESERVATION

1 THE SEARCH ENGINE AS AGENT OF DISCOVERY

Both Digital Libraries and websites have a vested interest in encouragairghsengine robots to
thoroughly crawl their sites, even if the content requires a subscriptianaass fee. Many repos-
itories such as those of the IEEE and The New York Times allow selectedecsafwll site access
so that the information will be indexed and listed in search results, potentidfigibg new sub-
scribers or item-purchasers to the sites [16, 120, 85]. The informatiomssniade visible even
to non-subscribers, who typically get directed to an abstract or sumnaasy, from which point
they have an option to purchase the item or subscribe in full. Such usensahtake advantage of
facilities like local university libraries but instead rely completely upon Goodgédnoo, and MSN
(the "Big Three") to nd this information, whether it is free or fee-bas&@q]. For competitive rea-
sons, search engines want to nd content, and they provide guidelinestimasters for improving
“ ndability” of site resources. Google, for example, makes speci ¢ reooendations with regard
to site organization, number of links per page, and the use of a SitemamuUgi8ivill nonetheless
crawl sites that do not follow their guidelines.

1.1 Observations of Web Crawler Behavior

How do crawlers approach an everyday, not-so-famous site? Areetiigslly thorough in their
crawls? Does the design of the site — deep or wide — affect robot beRghie there strategies that
increase crawler penetration? These are important questions becaukr penetration equates to
accessibility and therefore to likelihood plication(as in the Usenet example), and from there to
eventual preservation. Research into crawler behavior has usualigefd on either building smarter
crawlers [55, 24, 27], or on improving site performance and accessitalityawlers [16, 110]. In
contrast, the author designed a series of experiments toGiskn certain website designs, how
do crawlers perform?The rst set of experiments monitored the impact of site content removal
on crawler behavior. The second set of experiments looked at theiteldepth, breadth, and link
structure played in crawler penetration and rate of coverage. Eaclksd th reviewed in detail in
the sections that follow.
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1.2 Crawler Behavior on Websites with Disappearing Content

The “Sliding Directories” experiments began with a 30-directory wide weliitgaining both
HTML and PDF les as well as a collection of images (PNG, JPEG, and Gié)r of these exper-
imental websites were created, each hosted at a separate websiteusitefoare labelled FMC,
JAS, MLN, and OBR. In part the goal was to simply monitor the request pattey the crawlers
as content on the site disappeared gradually over a 90-day periothekmgmal was to evaluate the
persistence of website content in the cache of each of the three segiolks This requirement
meant that the site should be less than 1000 resources overall, begmgssearch engines restrict
queries against the cache to less than 1000 per day.

Each website was organized into a seriegdate bingdirectories) which contained a number
of HTML pages referencing the same three inline images (GIF, JPG andl &ii& number of PDF
les. An index.html le (with a single inline image) in the root of the website pointecetich of
the bins. An index.html le in each bin pointed to the HTML pages and PDF les seeb crawler
could easily nd all the resources. All these les were static and did neingfe throughout the 90
day period except for the index.html les in each bin, which were modi ecewliinks to deleted
web pages were removed.

The number of resources in each website was determined by the numhataté binB, the
last day that resources were deleted from the collecfidthe terminal day, and the bin which
contained 3 images per HTML page. Update bins were numbered from, -atad resources within
each birb were numbered from 1 tol =bc. Resources were deleted from the web server according
to the bin number. Evenydays one HTML page would be deleted (and associated images for pages
in bin 1) and one PDF le from bim. For example, resources in bin 1 were deleted daily, resources
in bin 2 were deleted every other day, etc. We also removed the links to thedlel€ML and PDF
les from bin n's index.html le.

At any given dayd during the experiment (wherk= 0 is the starting day andl- T), the total
number of resources in the website is de ned as:

B
Totak(d) = 2+ § Totak(i;d) 1)
i=1

The total number of HTML, PDF and image les in bimon any dayd is de ned as:
Total(b;d) = HTML(b;d)+ PDF(b;d)+ IMG(b;d) (2)

The total number of resources in each update bin decreases with thediigslicity as show in
Figure 16. The number of HTML, PDF and image les in each lbion any dayd is de ned as:

HTML(b;d) = bT=bcjb d=bc+ 1 3)
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FIG. 16: Number of resources in the test website

PDF(b;d) = bT=bc b d=bc 4)
8
3 3(HTML(b;d)i 1) if b= |

IMG(b;d) = §o if HTML(b;d) = 1 (5)
"3 otherwise

In each website, 30 update bins were creatd (30) that completely decayed by day 90
(T = 90), with bin 2 { = 2) containing the supplemental images. So the total number of les in
each collection on day 0 wasotal(0) = 954. Each of the websites was limited to less than 1000
resources in order to control the number of daily queries to Search &(gE) caches, based on
restrictions imposed by those SEs.

Website Design & Implementation

To ensure that each site woud have unique information content, the aegigndd a set of HTML
and PDF les using a randomized English dictionary. Although individuatdgamight repeat be-
tween pages, word phrases of 5 or more words remained unique. btlieestories linked directly
to their own content, which consisted of up to 226 les (a combination of HTRIRF, and images).
Figure 17 on the following page illustrates the website structure; Table 6 arettigpage lists the
distribution of content by type and byte size. In all, 4 unique websites weedarl and published
on the same day and within a few minutes of each other using a suite of siteiagiwad launching
tools created by the author.

The experiment was planned to last 120 days, with the content on theigadbsigned to last
only 90 days. The Time-To-Livel(TLys) for each resource in the website is determined by its bin
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FIG. 17: The number of resources in each subdirectory varied. ddictory 1, a resource was
deleted every day; in subdirectory 15, a resource was deleted evelgys, etc. By the end of the
90-day experiment, all of the directories are empty.

TABLE 6: Website content of the Sliding Directories experiment

Qty Description Avg Size
31 index pages 48 KB
350 random-content HTML pages 735 KB
350 random-content PDF les 41650 KB
74 PNG images 4662 KB
75 JPG images 1063 KB
74 GIF images 518 KB
| 954 URIspersite 48,676 KB |
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numberb, page numbep, and the website terminal day.

TTLws= b(bT=bci p+ 1) (6)

After the 90-day point, only the index pages in each of the directories weuhdin and all other
content would have been removed. Crawler behavior was monitoredditirad days beyond the
removal of the last subdirectory. To accomplish resource managemeracanrate update, the
author wrote a script to automatically remove one or more resources frosit¢hevery day. The
total content of the directories thus “slides” downhill over the course @ftkperiment, as shown
in Figure 18 on the following page. The removal process included eraflifigks to those pages
from other parts of the site, ensuring that all link references were uptta @&ach of the sites was
installed within an existing website (technically making the directory set a “sUlitihe host
website [140]). Website “discovery” was not a direct factor, beeseech of the sites had been
visited by Google, MSN, and Yahoo at least once before the experireganb

Data Collection

Logs for all of the sites were harvested for a six-month period, starting®hmadefore initialization
with the new content and ending one month after the last experimental cesoas removed. From
this monitoring, the author was able to con rm that Google, Yahoo, and M&Nisited the host
websites at least once before the experiment began. It was notdieerefcessary to inform the
crawlers of the existence of these sites, since each would nd the newdpwstheir next crawl of
the host website main page.

The author wrote a series of utilities to harvest the logs speci cally for Irafthe experimen-
tal resources. The data from each crawl was mapped to an X,Y datawbere X represented the
subdirectory number (from 1 to 30, with O begin experiment root) and Yesgmted the resource
number. The visits from each of the crawlers could be mapped onto a gfajik resources, visu-
ally communicating the process of crawling the site. Similarly, the presence/ @iterresource in
a search engine cache could also be mapped onto the same graph.

Pro ling the search engines was complicated by the limited data collected by theetitings,
which were not directly owned by the author. Only the OBR site trackedaggent information,
which is how Google, MSN, and Yahoo identify themselves to the web sérkiedowest-common-
denominator of metadata available in the logs was remote host IP address, timp@éthe request,
the request itself (which contains the HTTP verb, URL, and HTTP versed), the status response
returned to the requestor, and the number of bytes sent in the resdresdifference can clearly
be seen in the two examples from the JAS and OBR web logs shown in Tabl@pageml. For
this experiment, the important “uagent” eld is only tracked at the OBR site. Assalt, extra
processing had to be done to the logs to lookup the host IP addresstandide which visitor had
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FIG. 18: Resources are removed gradually over a 90-day peri@dnGepresents “live” resources,
while red indicates those that have been removed. Note the downhill sliditegrpas the experi-
ment day number increases. The crawl data is mapped on top of the disagpesource picture
(MLN Website) as blue “snow akes”. An interesting animation of the crawiiles the site disap-
pears can be seenin [128].

JAS Website Day 01 JAS Website Day 36

MLN Website Day 54 MLN Website Day 90
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TABLE 7: Log data from two of the Sliding Directories sites clearly show how #mount of
information available from a web server log can vary. Dash in the columnateliche eld is
tracked but empty for this record. For an explanation of the elds, s&3][1

Log Field OBR Site Log Entry JAS Site Log Entry
host (IP) access.log.25:66.249.66.69 207.46.98.59
ident - -
Authuser - -
date [26/Jun/2005:17:44:42 -0400] [05/Jul/2005:00:64@@400]
request "GET /dgrpl2/index.html HTTP/1.1" "GET /jsmitfd@6/index.html HTTP/1.0"
status 200 200
bytes 1237 815
server name www.owenbrau.com not used
uagent "Mozilla/5.0 not used
(compatible; Googlebot/2.1;
+http://www.google.com/bot.html)"

crawled each resource. Why the difference in data logged by therser\éeb logging takes both
processing time and disk space. For busy sites, reducing the elds tratkiee web logs can save
them time and money.

One characteristic common to experiments performed on live websites isrihiat will occur.
On occasion, logging at one or more of the sites would fail, or a rewalapeater would be reset
leaving the site temporarily inaccessible. These issues particularly afee@BR site, to the point
that data from the site was so scant as to be useless. Another problaamgbatwhen visitors are
not identi ed (the uagent eld is not tracked) is determining authoritativelyowowns the visitor
IP address. In some cases, the “log-resolve” and “whois” datalfasgsh are used to determine
the identity of the visitor) do not match precisely. For example, the IP ad@@&68.61.254 is
attributed to Verizon in log-resolve, but whois says that Microsoft owadRhThis is not unusual,
since resale of IPs to other business units is well-documented. The aptieorto use the DNS
entries of record as the nal arbiter.

Other identi cation problems were harder to resolve. Yahoo acquiretbinkin December
2002, well before this experiment began. Presumably, Yahoo keptkieni-named robots, since
no Yahoo-named robot crawled any of the test collections, but the visagdspshowed up on
Yahoo's site. The author treated Inktomi robots as Yahoo robots. Gobw®mi/Yahoo, and
MSN comprise the bulk of log records (nearly 80%) for non-spam keangines. Traf c was
minimal from other popular engines like “Picsearch” and “Internet Arehiwith only 157 total
requests from Internet Archive; 315 from Picsearch. Table 8 ofollmving page summarizes the
crawls by search engine.
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TABLE 8: Crawler Statistics from the Sliding Directories experiment.

Total Requests by Site
Crawler FMC| JAS| MLN| OBR

Picsearch 29 152 134 0

Crawler Characteristics

Search engines employ a large number of systems to make their crawls traaitgh Some,
like Google, identify unique remote host names per IP address. Othdebn®SN) may use
numerous IPs but still resolve to only one remote host name. For purpb#igis experiment, it
was suf cient to aggregate the requests by search engine ratheRHathht happens at the remote
host site is unknown, of course, but the point of these experiments weatth a search engine's
pattern as a whole, rather than the pattern of each individual robot. dtterms for all three of
the primary crawlers were similar: Request one or two index pages on shélay, then traverse
a majority of the site on the following day(s). This was termed a “toe dip” sinced similar to

a swimmer testing the water before plunging in. This behavior can be seeadbrof the sites in
animated graphs in [128]. A summary view of the coverage for the MLN siteas/s in Figure 19.
The relative request rate for each of the major search engines appssaty constant, compared
with the graph of ODU's own robot. It requested more resources, nfege,dhan any of the major
search engine robots. An hourly overview of the request pattern&dogle, MSN, Yahoo and
ODU can be seen in Figure 20 on page 44.

Experiment Results

All of the crawlers showed a preference for HTML resources. Vew of the images were ever
crawled, even by image-specialists like PicSearch. PDF les were crawted than images, but
still signi cantly less often than HTML. As of 2005, then, the search engiappeared to be par-
ticularly focused on HTML resources. They were very persistentpeating requests for HTML
resources that had been deleted (see the animations in [128] for a dyviamiof the behav-
ior). These resources also persisted longer in cache [87], making HESla better candidate for
emergency restoration from cache which could potentially translate intodhbeitter preservation
prospects.

The breadth of the website had no impact on the crawlers. Arrival timeaappe depend on
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FIG. 19: Crawling patterns of Google, MSN, Inktomi/Yahoo & the ODU Cras/en site MLN.
The ODU robot was the heaviest user of the site, as the graph showeste@Htine indicates the
original limit of source content. Robots sometimes attempted to access (guEtis®Yhat did not

exist.
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FIG. 20: Crawling patterns by time of day for Google, MSN, Inktomi/Yahoo & @DU Crawlers
on site MLN. ODU's robot limited its crawls to the early morning hours, whethasnajor search
engines maintained a relatively steady pace of requests throughoutthe da

the cycle of the particular web crawler rather than on the site's page f@mdample. Whether or
not depth would matter was not clear from this experiment. The author deaiseich larger and
longer-duration experiment to explore this aspect of crawler behavior.

1.3 Crawler Behavior on Wide and Deep Websites

A year-long “Deep Website” experiment conducted at multiple sites provideck insight into
crawler behavior and limitations. At only 3 levels, the Sliding Directories érpant of Section 1.2
on page 36 in this chapter did not have suf cient depth to test the willingnlesmwlers to explore
beyond the topmost levels of a website. Conventional wisdom holds thahseagines “prefer”
sites that are wide rather than deep, and that having a site index will reswtéthorough crawling
by the Big Three crawlers — Google, Yahoo, and MSN. The author creaseries of live websites,
two dot-com sites and two dot-edu sites, that were very wide and very tdesge if structure
appeared to impact crawlers.

Part of the goal of the “Deep Website” experiment was to compare cratdctgs employed
by the three major crawlers, Google, Yahoo, and MSN: did site desigraappeaffect crawling
patterns? Another goal was to see if the crawlers would explore the fath@ded breadth of the



45

sites, which were both very wide (100 directories wide) and very ddépditectories deep). Would
crawlers reach every resource?

Website Design & Implementation

Reviewers of the Sliding Directories experiment wondered whether theciadticontent of those
sites in uenced crawler behavior. Given the persistent behavioraflers on the Sliding Direc-
tories sites, the author felt that crawlers were not “aware” of the nandontent and therefore
not affected by it. Nonetheless, when designing the follow-on experimdifferent text-building
approach was taken for each of the site resources.

An extensive subset of English-language texts was extracted frojecPfautenberd to pop-
ulate the text portion of the websites. The text was processed wheresaegéo convert it from
UTF-8 or other character set, to plain ASCII. In addition, every text hivk®d to the appropriate
title and author; each page had at least 200 words; and each endeohipkete sentence or poetic
stanza. The total number of URIs on each site exceeded 20,000: 1f)isgD100 directories, each
containing 2 pages (100 x 100 x 2 = 20,000), plus index pages for tiheugadirectories, and an
assortment of images. Figure 21 on the next page shows the structuesvadibisite.

Each site hadiniquecontent to ensure that no pages would be seen as “mirror sites” since that
might impact a crawler's willingness to explore the site further. The autlsoripts created a very
user-friendly website, complete with links and descriptive information oh @age. In sum, the
sites have the overall look and feel of "real” websites, attested to by tesional visitor who
arrived via a Google search for that author or quotation.

Two types of website were created, one that provided a view into the fullesiturce set via a
series of index pages, and another that forced page-by-pagks ¢ccameach every resource on the
site. At root level there were 100 directories called “groups” (g1 thhogl00). The test site had
a single root page (index.html) which contained a link to each of 30 subdirest@s shown in
Figure 22.

Each of these in turn had a set of nested directories called below themeteal @0-levels deep
(d1 through d100). The paths to the resources could be shallow or deep

« http://blanche-00.cs.odu.edu/g25/d1/d2/d3/5.html

* http://blanche-00.cs.odu.edu/g13/d1/d2/d3/d4/d5/d6/d7/d8/d9/17.html

* http://blanche-00.cs.odu.edu/g95/d1/d2/d3/d4/d5/d6/d7/d8/d9/d10/. . .OditHB
The two types of sites differed primarily in link organization. The rst typee #uthor termed
a “Buffet Site” since it is similar to having everything available and visible in puséw, easily
accessed locations like the Salad Bar and Dessert Center at a selfasiaurant. The other type
of site, a “Bread Crumb Site,” only exposes a few new pages at a time.€Hnehsengine (or user)

Ihttp://www.gutenberg.org
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FIG. 21: Both Bread Crumb and Buffet sites were very deep as farestary structure depth. The
main difference was in the location of links to each of the site's pages.

FIG. 22: The entry page to the test website linked to the top page in eachI@@subdirectories.
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FIG. 23: Wide & Deep Sites differ by the “size” of the links, as counted leyrtbmber of slashes
in the URI. The path to resource J in (A) would lip://foo.edu/I/J whereas the link to J
in (B) would behttp://foo.edu/A/B/CID/E/FIG/H/J —a deep link. For Buffet sites,
a list of each link was provided near the top of the website, effectiveiyngia short-cut route to
the deepest point. Bread Crumb sites had only one link per page and adltlegth had to be
explored one link at a time before reaching the bottom.

must delve into the site one page at a time in order to discover all of the conta@atadproach is
more like following a trail of bread crumbs through the forest. Figure 23 ikliss the difference
between these two design approaches.

Two Buffet sites were installed and two Bread Crumb sites, one each in theododomain
and the dot-edu domain:

1. http://crate.gotdns.com (Buffet)

2. http://blanche-00.cs.odu.edu (Buffet)

3. http://oducrate.gotdns.com (Bread Crumb)

4. http://blanche-02.cs.odu.edu (Bread Crumb)
The HTML structure of each site was very similar, except for the subiinedinking method.
Buffet Sites had a high-level index, as shown in Figure 24-(A). TheaBrCrumb sites provided
only one link per page as shown in Figure 24-(B). Since search enigaresst content rather than
design, and since pre-designed web templates are replicated all oveelthé seemed extremely
unlikely that common design would have any effect on search engindecrpatterns at the sites.
Each site has about 15 MB of text content, and a few hundred Kilobytes gfeisneulled from
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public domain sources. There is no hidden content, and since the texittasted from classic
literature, it "makes sense" grammatically.

Data Collection

All four sites were installed simultaneously in February 2007. From that oiward, the logs
were harvested daily for crawler activity by Google, Yahoo, and MSNyjo The author's utilities
from the Sliding Directories experiment were adapted to collect data fromeke Website experi-
ment and map into vectors for graphing. For this experiment, the sites renstiatied No resource
was moved or changed during the year-long experiment (through N2&x@3)).

A variety of system administration problems occured during the more than 1thsohthe
experiment. Most of these affected the dot-edu sites, reducing the naint@msecutive log-days
available for analysis from 365 to 289. A short, 2-day availability gap mmtearly at the dot-com
sites when the host provider changed IP addresses, but this did pedrao affect the crawlers.
Such events are relatively common on the web. In all, more than a million redue&sogle,
Yahoo, and MSN were processed during the experiment.

Crawler Characteristics

Each crawler exhibited different access and persistence pattediteme patterns varied by domain
(dot-com or dot-edu). In general, width was crawled more thoroughtly canickly than depth.
Upper-level "index" pages like those on the Buffet sites improved crgvdeetration. Google was
quick to reach and explore the new sites, whereas MSN and Yahoo eerd¢osarrive, and the
percentage of site coverage varied by site structure and by top-levelido

The logs show some interesting site access patterns by the Google, YahbtSahcrawlers.
Figure 25 is a series of snapshots of the Googlebot's progress thtioedread Crumb site, “odu-
crate.gotdns.com”. These are best seen in an animation of the activity béaild131], where
Google's robots advance through the Bread Crumb dot-com site like atiorma soldiers on pa-
rade. Other robots were not quite as systematic on the Bread Crumb sitéke Buffet Sites, the
access patterns was considerably more random, as Figure 26 shows.

Experiment Results

The design of the site impacted depth, breadth and time that the search esgpné®xploring
the sites. This difference is clearly seen in Figures 27 on page 53 and @8ge 54. The main
concern is the lengthy timetable to reach full crawl status by more than oméecreDepth and
speed to coverage was quite different between the two higher-levelidwnide Dot-Com Buffet
Site had faster and more complete coverage than the Dot-Edu Buffet Sg@ppbsite was true for
the Bread Crumb sites. Is this an issue of trust? Sites called “spider tra&]"dértainly exist in
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(A) Buffet site subdirectories had an index page linking to each resdglow.

(B) Bread Crumb site pages linked only to one resource at a time.

FIG. 24: Examples of the entry page to subdirectories for the BuffeBaedd Crumb sites
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1) 2)

©) (4)

FIG. 25: Crawling patterns of Googlebot on the Bread Crumb site (otkug@dns.com). Note the
almost regimented progress through the links. Gray color indicates linkfiévatbeen crawled
on a prior day, and blue indicates the active request of the moment. Gowjihe other search
engines have numerous individual robots that may visit a site simultaneousiyvest the data.
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(1) 2)

@) (4)

FIG. 26: Googlebot crawling patterns on the Buffet site (crate.gotdmg.ace very different from
the Bread Crumb site. Here, the robots take advantage of the top-levélrisionirces and simulta-
neously harvest pages scattered throughout the site. Google aléts uiegaest patterns judiciously.
Red indicates a Conditional Get, blue is a regular get, and gray is a padethbeen visited on a
prior day.
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the Dot-Com domain, and the continually-linking-down structure of the B&raichb site could be
interpreted as such a trap. If search engines believe that this spideretiaity is not prevalent in
the Dot-Edu domain, they might be more willing to explore the Bread Crumb site mltydlifere.

In any case, preservation requires discovery, ideally by more thaagem; design therefore needs
to be a consideration. If data had been removed on a random or ew&rt §ohedule (as in the
Sliding Directories experiment), many pages on the sites would not havedismenered at all.

1.4 Summary of Crawler Observations

Crawlers exhibit a preference for “wide” rather than “deep” sited, fan sites which provide high-
level indexing of site contents. Some search engines are more thorougbthieas for sites that do
not meet this criteria, but preservation is best served by maximum expofsite resources. Coop-
erating with the crawlers by providing easily-accessed content can imgnewvebsite's likelihood
of exposing all of its resources for general accessibility and futursgovation.

2 THE SEARCH ENGINE AS AGENT OF REFRESHING

An important preservation task isfreshingthe bits. Search engines assist with this task through
their continuous crawls of websites, which are then accessible to theagjenélic. A user could,
at any point, store a copy of all or part of a website thus acting as an irteldereservation agent.
In the meantime, the search engine continues to revisit the site and updatielateviss record of
the site. The refreshing of bits continues for as long as the site is available.

One aspect that can affect refreshing is the frequency that thdecraisits the website. The
animated views of search engine activity on the experimental sites in [18gJL84] show an ap-
parent change in the access frequency of crawlers between thglidgtg Directories experiment
(2005) and the Deep Website experiment (2007-2008). All three haveowag their speed and
depth of coverage, but Google still has better coverage metrics. InyartiGoogle is more con-
stant and methodical when refreshing its crawl! of a site. Yahoo and M&MNaith less thorough,
less methodical, and take much longer to fully refresh whatever portion ditthéhey did visit.
The top-most levels appear to be refreshed very frequently, but that the case for levels below
that. Google may be better than the others, but for preservation purgebsges need improved
coverage and refreshing by all of the search engines.

Another difference between Google and the other search engines isliselod the conditional
request, i.e., requesting the resource only if it is newer than the timestampogleZolast visit
(Google supplies that timestamp). Both Yahoo and MSN use this feature;raealli time they
request a resource it is as though they have never seen it. In thistgSpegle is failing to refresh
the bits, instead relying on its cache in the expectation that the cached caifiyrisagt. MSN and
Yahoo are refreshing their copies of the resource with each visit.
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(A) Dot-Com Domain Buffet Site

(B) Dot-Edu Domain Buffet Site

FIG. 27: Buffet Site crawling pattern by the Big Three search enginés. percent coverage and
time to explore a site appear to be affectedbogh site design and high-level domain. On these
sites, every resource is accessible via a high-level set of indexéaapi’ of the site.
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(A) Dot-Com Domain Bread Crumb Site

(B) Dot-Edu Domain Bread Crumb Site

FIG. 28: Bread Crumb site crawling pattern. Although all of the site's linksamcessiblegvery
pagemust be individually crawled to nd them all. The crawl patterns here differsiderably from
those in Figure 27 on the preceding page, implying that site design doesa#wlers.
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3 THE SEARCH ENGINE AS AGENT OF PRESERVATION

3.1 The Web Infrastructure

Beyond simply revisiting and refreshing the bits of data, search enginekede copies of many
of the pages that they visit. This cachewmb infrastructureis accessible even if the source site is
temporarily off-line. In some cases, the cache contains an exact dutluatis particularly true of
HTML pages). In other cases, the resource is a reconstructed wefeidstandard browsability.”
That s, if the resource format typically requires a special browser plurghird-party program (MS
Word, Acrobat Reader), the search engine may convert the conterteit and possibly images so
that it is viewable in the search engine's cache without visiting the originaitsig. Outside of
the competitive bene ts it confers on the search engine, the existencésafathe and a client's
ability to examine its contents adds another dimension to the search enginessrafeagent of
preservation.

3.2 Lazy Preservation

The termLazy Preservationas coined by Michael Nelson, and adopted by Frank McCown and
the author [98, 87] to describe the ability to recover websites from the vigstructure (WI). In
some cases, a complete website could be reconstructed using only thet émmesearch engine
caches [65]. A set of tools developed by McCown [83, 84] has beed by numerous sites world-
wide to restore lost websites. The WI can act both as an emergencydmunttas a true preservation
source, since it refreshes and migrates content continually. The abiligtiore something that no
longer exists in its own right is closely associated with the intent of presenvaiearch engines
are therefore important to preservation on many levels ranging fromwigcto recovery.

4 SUMMARY

Search engines and archives have several goals in common, includitentfreshness, site cov-
erage, and accessibility. But the focus of a search engine is todaseaghe focus of an archive

is both past and future. Information must be found to be preservedseardh engines contribute
by making informatiordiscoverable In some cases search engines help by converting or migrat-
ing resources to another format, if only for display simplicity. Search esgine constrained by
their ability to locate and crawl web content, which puts much of the burdersobekery upon the
webmaster or web designer to facilitate this process. Search enginelsaipédounting” ( nding)

site resources, but will often keep a cached copy of those resahatebey do nd. They may re-
fresh their copies with each visit or instead rely on the integrity of the cactpg In sum, search
engines act as agents of discovery, refreshing, and near-tesergaéon for websites.
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CHAPTER V

RESOURCE ENUMERATION: THE COUNTING PROBLEM

1 THE COUNTING PROBLEM DEFINED

Websites consist of resources which may be les, dynamic content, omaioation of different
types of content. The collection of resources is what de nes the site:

W = fwiWa; ¢ ¢ Bwng (7)

This is true whether or not the membersWigfare discreet entities on a le system, and whether
or not the le system contains entities that are not part of the website. relega of the mapping
from w to virtual or actual resource, website preservation expects a list bfve@cW so that all
accessible resources which make up web Witare identi ed and preserved. This is the basic
counting problem: How to con dently enumerate each member of thé/sék., each resource of
the website.

2 WHY THE COUNTING PROBLEM EXISTS

The ability to nd anythingon the web does not meaverythingcan be found on the web, nor
that somethingn particular can be found, even if it does in fact exist on the web in aassile
location. Site content is typically indexed eithetternallyby crawlers which follow links found

on websites; ointernally by sites which provide speci c lists of site resources. Both strategies
are link-based, in that the internally-generated list is simply a more ef ciedt-aideally — more
complete index of the site's links. There is still uncertainty about how complételyinks cover

the site: some, most, all? There is no mechanism that can de nitively answeguéstion. This
inability to con dently enumerate all of a site's resources is why there is athog problem.

One reason the problem exists is that website le space does not alwaysiraetly to website
URLSs. Figure 29 on the next page shows how different parts of aiteahgersect with the website's
host le system. Another reason that the problem exists lies with the undgmbristocol, HTTP,
and the limitations of crawling related to that. These two issues are explored edatail in the
following two sections.

2.1 The Limitations of HTTP

The HyperText Transfer Protocol, HTTP, is the basis for most welégat interaction, whether
that client is abrowser(Internet Explorer, Firefox, Safari) or@awler (Googlebot, Yahoo!Slurp,



57

(A) Website Map

(B) File System Map to Website

FIG. 29: A Website and its Apache Server File System. The le system andié¢hsite are not
identical. Resources may be aliased from other directories, or calledipyssehich live outside
of the web root. Mapping from the le system to the website URLSs is not atorgne process.
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msnbot). In its minimal invocation (HTTP 1.1), initiating a request is simple:
1. Open a connection to the server
2. Send the 3 parts of the request —

(a) specify thanethod(GET)

(b) name theesource( le/path/name.html)

(c) declare therotocol/versiorused (HTTP/1.1)

(d) specify the hostlost Header(Host: www.foo.edu)

3. End the request (use Carriage-Return, Line-Feed)

A response can be similarly minimaHTTP/1.1 404 Not Found , consisting of the proto-
col/version (HTTP/1.1), the response code (in this case, 404), asakan phrasexplaining the
response code (here, “Not Found”). Although HTTP de nes manfeihit methods including
GET, POST, PUT, and OPTIONS, HTTP's methods do not have SQL-{ikéag. The protocol
is designed to request a single resource and to get a response tajtredtreHTTP 1.1 has more
headers than those shown in this simple example. Responses can providafmanation in the
form of headers such &ontent-Lengtl{size of response in bytes) a@bntent-Typé€MIME type
of the resource). As helpful and varied as the optional headershare, is still no header for the
client to ask for “wherever name.html is now stored”; the “404” respam$lee example has left us
without the requested resource.

2.2 The Limitations of Crawling

Much of the web's usability depends on the ef ciency of search engamektheir crawlers. The
indexable “surface” web has grown from about 200 million pages in 18@¥er 11 billion pages
in 2005 [50], and the “deep web” is estimated to be 550 times larger [11]siG@emble attention
has therefore been given to increasing the ef ciency and scope bfonawvlers. A number of
techniques to more accurately estimate web page creation and update2qJL8ad to improve
crawling strategies [26, 24] have been proposed. Techniques symiolasing search engines with
keyword queries and extracting the results are used to increase theeafomspb crawls and obtain
more of the deep web [60, 104, 110, 75, 19]. Extending the scope ebavaw! has implications
on the coverage of search engines and in web preservation [58, 77].

These tactics are necessary because web servers do not haveabidityao answer questions
of the form “what resources do you have?” and “what resourege bhanged since 2004-12-277?"
A number of approaches have been suggested to add update semanfid®tgetvers, including
conventions about how to store indexes as well-known URLSs for craji&], and a combination
of indexes and HTTP extensions [138]. WebDAV [41] provides somdatg semantics through
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HTTP extensions, but has yet to nd wide-spread adoption. The R&8ication formats [112]
are widely implemented, but they are designed to expose “new” contest thm a complete set
of site resources. Some search engines, notably Google and MSNRI5have taken advantage
of sites that operate the Open Archives Initiative Protocol for Metadatadsting (OAI-PMH),
but they do not provide an open-source, broadly applicable solutidBN,Mor example, merely
states it is committed to supporting industry standard protocols, of which G- one [149].
Sites with OAI-PMH servers can register with MSN's “AcademicLive” sdeservice for enhanced
content harvesting. Google, however, has recently announced itsiontém drop support for the
protocol [92].

The top three search engines, Google, Yahoo and MSN, recentlydagreepport th&itemap
protocol which provides a very speci c means to provide search engine crawdighsa list of
crawlable resources [126]. These search engines also give wigsasneans to “register” their
sites, a short-cut to eventual discovery by Domain Name Server updatations, for example.
However, registering sites and creating Sitemaps do not replace the grgpmicess. Search en-
gines do not take web content descriptions for granted, but proaebgage that they crawl before
it will show up in search results. They also conduct their own crawls adraghtes which show up
during crawls. For example, the Old Dominion University sh#g://www.odu.edu/ ) has a
link Although many optimization techniques have been proposed [24, 5#hshkés still processor-
and time-intensive.

One of the reasons that crawling is not ef cient is that web resoun@eaaessed by following
links, typically starting from the web root. Each requested URL may contain aflsther URLS
(links), which are appended to a list of resources to be requested byetlker. The queue of pages
to be crawled is thus built from the seed page. Super-ef cient crapikes Google and Yahoo!,
can split the crawling task list among many servers and aggregate the dageitsThe author
noted many servers from both of these search engines acting in paralled the web crawling
experiments described in [128]. Crawlers also keep track of the paggebaive visited before. On
subsequent crawls, they can issue a status request and chooselpalaiet a page if the returned
status is “304” (not modi ed). Table 9 on the following page presents sstiapt from an actual
response-request sequence.

Obviously, this is markedly less ef cient than an equivalent requesa it of pages thatave
been modi ed since that date. If a web site consists of 100 pages, thenatlvkecwould have to
issue 100 requests asking it if page N was modi ed, followed by a redoetie modi ed page(s).
Typical websites do not support a request for a list of pages thatifeen modi ed since a particular
date, but this would clearly be signi cantly more ef cient for both servedarawler. Figure 30 on
the next page shows a typical website and the parts of it that are bottablawnd inaccessible. It
is true that some crawlers will not respect the “robots.txt” le which asksth@not crawl selected
pages, but even badly-behaved crawlers may not be able to nd ertés®d links.
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TABLE 9: HTTP Request-Response Example

Request: GET /index.html HTTP/1.1
Host: www.modoai.org
Accept-Language: en-us, en;q=0.5
Accept-Encoding: gzip, deflate
If-Modified-Since: Sun, 22 Oct 2006 08:00:00 GMT
If-None-Match: “15b9b090-152¢-51¢72700"

Response: HTTP/1.1 304 Not Modified
Date: Thu, 09 Nov 2006 21:44:35 GMT
Server. Apache/2.2.0
Connection: Keep-Alive
Keep-Alive: timeout=15, max=100
Etag: “15b9b090-152c-51c72700"

FIG. 30: Crawler's view of a website. The crawler does not “see” ahthe content within the

dashed box areas. The robots.txt le tells the crawler not to visit certajegqaeven though they
are accessible. Other pages require user authentication, and still atbergnamically generated
(CGl, e.g.). A portion of the site may not be linked internally at all. Some of therlegsources

couldbe found if they were linked from external sites.
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Various attempts to “SQL-ize” the crawling process have been made by Tffe dBd other
research teams, but getting new protocols launched can be dif cult. B&#l.Dvas greeted en-
thusiastically in 1998 and had all but disappeared by 2002 [30]. DA&b&E was a lightweight
server-side query capability which would enable clients to search fai smata directly on the
remote site server. It speci ed a minimum basic search grammar that addesiteeHTTP like
“search” and “prop nd.” The verbs are placed directly into the resjusring, similar to the OAI-
PMH examples given earlier. It has been revived recently, but it is &y €0 know if it will be
widely adopted or not.

Another approach is the Harvest Software System, with its indexing tool$Easgnce” sum-
marizing algorithm [13]. Harvest also communicates over HTTP and caactxéivariety of meta-
data from a URL, even if the URL is a compressed tar le or a PDF documetticipating sites
run “gatherers” which can perform sophisticated tasks like content suyrema index generation.
Manually-generated metadata can also be incorporated by the tools. @mesdlrces have been
gathered and analyzed, an overall index of the collection is built whiclbeatcessed from a web
browser, for example. In addition to gatherers, there are “brokeng’talk to “gatherers” as well as
(or instead of) talking to sites directly; the idea is similar to the OAI-PMH “aggreg mentioned
earlier. Harvest has only had limited success, in large part becauselividual development team
members transfered to “start-ups” during the dot-com boom. The softvexer reached full ma-
turity, and several of the dependent libraries are no longer availabtetaeugh the Harvest source
code can be downloaded from Sourceforge [53]. The author madeasattempts on various Linux
platforms to install a working Harvest system, but the required librariesreithéd not be found at
all or the versions available were not compatible with the Harvest soudse édgtempts to setup a
stand-alone Essence extraction system were equally unsuccessfat #ime same reasons.

The crawling problem has produced recommendations for web semvé@woto improve their
“crawlability”, and on the effective use of “robots.txt” les to preventmstrict crawling [16, 109]
(to either protect documents or to spare the server needless procepsies). A crawler which
issues requests in the form “has resource X changed?” does mmeréte number of queries that
must be issued; it merely reduces the number of pages that must ultimatelydshed via a new
crawl. The author's research showed a fairly high percentage of {hésaf/request across all of the
experimental web sites [128]. This behavior implies that crawlers expecatlo of updates to be
low relative to the total number of conditional requests issued.

3 THE SITEMAP PROTOCOL

To date, much of the research in the web community has focused on ef cestilpating updates
and additions of remote, uncooperative web servers. Now, there igshiarshifting some (if not
most) of the responsibility for resource discovery to the web servers dieass via theSitemap
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<urlset>
<url>
<loc>http://www.foo.edu/index.htmli</loc>
<lastmod>2008-05-22T14:25:21Z</lastmod>
<priority>1.000</priority>
<changefreq>weekly</changefreq>
</url>
<url>
<loc>http://lwww.foo.edu/images/foo2.jpg</loc>
<lastmod>2008-01-01T04:05:01Z</lastmod>
<priority>0.600</priority>
<changefreg>rarely</changefreq>
</url>
</urlset>

FIG. 31: Website URLs in a Sitemap le

protocol Technically a le format rather than a true protocol, it was originally depelb and
promoted by Google [107, 45] as a means for webmasters to provide a listcrgwaable site
resources. Although Google had supported OAI-PMH, and a webnasiit submit ehaseURL
few websites took advantage of it. The Sitemap protocol [126] speci esdhéents and organi-
zation of an eponymously-named XML-format le. The le contains a unigasource list for the
website. In minimal format, it must contain the following:

(1) XML declaration line

(2) The<urlset> tag with XML namespace location attribute

(3) URL information tag sekurl> </url> (one set per URL)

(4) One URL location tag setloc> </loc>  within the URL information tags

(5) The closing</urlset>  tag.

The le is expected to be located at web root, as, for examptp://www.foo.edu/
Sitemap.xml . Additional tags are recommend but are not required. They includeniafibon
helpful to crawlers such as how frequently the resource is updatddharast modi cation date.
Figure 31 gives a brief example of a the urlset section of a Sitemap le. AqligeE on page 183
discusses the protocol in more detail and provides an example of a comipéetaS le.

Despite the speci ¢ guidelines and many tools for building Sitemaps, it doesale¢ the
Counting Problem. People, tools, and websites are not error-free &itdraap will inherit the
errors of any and all of these. A particular website could have a pgeSiéemap, but it seems
unlikely that this would be the case for most websites. The Sitemap is a custlimeyuany
change to the website must be re ected by a corresponding change tit¢heafS le. The two
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events do not happen in tandem but in sequence; crawlers could erdjugsting non-existent
resources or failing to crawl new resources. In sum, there is alwagseaconditionbetween link
updates and crawls, allowing for many opportunities to have site and cramtlef synchronization.
At best, the website can make a best effort at providing an up-to-datd# fissources with varying
degrees of success depending on site content and frequencyngiecha

4 SUMMARY

Enumerating all of a site's resources is a challenge for both crawler anaster. The HTTP
protocol does not provide a method for asking a site to “give me everyjtinge got.” Page links,
the common method for resource discovery, may not point to all of a siteaurees. Sitemaps,
created locally by the webmaster, are subject to the race condition betiveemesiges and Sitemap
le updates. In short, the counting problem is not solved by these appesait is only ameliorated.
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CHAPTER VI

EVALUATION OF RESOURCE ENUMERATION METHODS

1 A COUNTING PROBLEM EXPERIMENT

1.1 The CS Department Website Snapshot

Live websites have characteristics that can be hard to duplicate in a tésinenent where the
website is often generated by a script. For example, humans are proneadypagraphic errors
when making links: orPage A.htmh link that should point t®age B.htminstead was mistyped as
Page bB.htmlwhich does not exist. Websites also experience outages, perioddaguyimg fails,
les overwritten accidentally with older copies, and a host of other eveutsitiake live websites a
more realistic place to test ideas about websites themselves.

To examine the Counting Problem and evaluate solutions for developingoaicahlist of all
URIs at a given site, the author used a copy of the ODU Computer Sciepaeiment (CS) website.
A single snapshot of the CS website was provided for this experiment wiastrecovered from
a backup tape by the website's system administrators. Several les lemwebyte size, such as
“maly3.jpg” and “New Text Document.txt”. Errors like these in backup leg aot uncommon.
The snapshot has a datestamp of 06 June 2006. It appears that thesbdfinal le timestamps
were not preserved, since nearly all of the les have that same datesidaring that much of the
department's website content is naturally static — departmental and univeotities; application
forms and guidelines; degrees offered, etc — timestamps from one or &ave garlier would be
expected for many of the les. Instead, most of the resources bear thetéimp of the backup even
though they were posted much earlier and remained unchanged. ForlextrapMaster's project
for T. Lutkenhouse, which was presented in 2004, has the June 06,d2@estamp indicating that
the original le timestamp was not preserved for the snapshot. This parntidallalso ts into the
“cruft” category (see Section 1.5 on page 75), since Master's progeetso longer posted in that
area of the website. The site also contains many backup les — i.e., les agoewith “.bak”,
“.bkup”, “_old”, etc.

1.2 The Website Structure

A graphic layout of the website is shown in Figure 32 on page 67. Theiteebself is neither
very wide (only 16 directories at root level), nor very deep (5 levetd,imcluding the obsolete
Master's projects). There are only 1807 resources in the le systesnatthough several others are
generated through various CGl scripts. Also, approximately 256 lesangpletely missing from
the snapshot, in addition to an entire directory. (The word “approximateSad because, as will
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TABLE 10: Composition of the CS Website according to the snapshot le ttadact, several
hundred resources were missing from the snapshot (restored foatkap tape). Their existence
can be con rmed by examining the web server logs. In this case, thougtsitd administrators
were able to restore a directory missing from the snapshot.

Original Revised
Dir Level 7|filie§ Dir§ Files 7Dirs

Root (1)| 102| 16| 102 17
Level 2| 459 21 605 25
Level 3| 423| 61| 705 7@
Level 4| 823 5 857 5
Level 5 4| 19 4 19

Total | 1807| 122 2273 136

be seen in the following sections, absolute resource count cannotaidistsed). The existence of
these resources is inferred from web server log entries having & F2ZDDP response code.

The le system organization as it appears in the snapshot is given in T&bleAs shown
in Figure 32 on page 67, there are many resources (les and/or dilesXdhat areaccessible
but which are notinked, that is, none of the department's pages in the snapshot pointed to those
resources. Most of the resources in the unlinked directories canlwed/@mply by navigating root
of that directory. In general, the directory-listing feature of Apacherised on for the website so
a number of additional resources are actually easily reached even twitbbipage links. Another
directory of les, “ advising” was remapped to the directory “/advising/” wsan Apache location
directive (see Chapter X on page 123 for more a discussion of sudtidés). An initial crawl and
look at the web server logs from the period made it obvious that this pénedfee needed to be
restored.

Within each of the directories a wide variety of le types can be found. Tteecentains over a
dozen MIME types, as shown in Table 11 on the next page. Like manyit@epbsome portions of
the site contain only HTML les, and some areas are nearly exclusively irnageent. In general,
though, the various MIME types are scattered throughout the site. Mahg ®ITML les contain
server-side includes (i.e., scripts), and have the “.SHTML" extensiomeSf the referenced scripts
are available in the snapshot, but others are not. In many cases, sdtipteevsame name exist
in the current website, but the le sizes have changed, so they caersitiply substituted in the
snapshot. These statistics are similar to those reported in [71, 78, 23]depaetment website
appears to be an average site in terms of size, width, depth, and contesucl®ghe website is a
reasonable subject for an evaluation of resource enumeration methods.
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TABLE 11: Resource distribution by MIME Type of accessible resosiicethe CS Department
website snapshot. These gures are based on a self-crawl of theatiter than the lesystem.
There are 17 Distinct MIME types on the website, some of them visible beditectory view is
enabled for some portions of the sifé\pache designates .bak, .old, and .sik les as type x-trash.

# | MIME Type | SubType Count  %-Site] Total Bytes
1 | application | msword 65 3.15% 2211328
2 | application | pdf 112 5.43% 16795557
3 | application | vnd.ms-excel 31 1.50% 1461248
4 | application | vnd.ms-powerpoint 2 0.10% 1584128
5 | application | x-httpd-php 20 0.97% 35393
6 | application | x-javascript 3 0.15% 11473
7 | application | x-trash 136 | 6.59% 953641
8 | application | xml 9] 0.44% 4332
9 | image gif 713 34.56% 6566834
10 | image ipeg 60 2.91% 1191976
11 | image png 16 0.78% 477209
12 | image X-ms-bmp 2  0.10% 43448
13 | image x-xbitmap 3 0.15% 9250
14 | text css 11 0.53% 86701
15| text html 860 41.69% 7556614
16 | text plain 18/ 0.87% 6505419
17 | video mpeg 2 0.10% 848614
Total: | 2063| 100.00% 46343165
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FIG. 32: Graphical View of the CS Department Website. The depth of thessigand not all
directories are linked even though they may be accessible if the path is kntiwete are some
PHP and Perl scripts used to generate some pages and certain elemetiterqrages, as well
as Javascript (which is run by the client's browser). Portions of the egaire user login with a
password. Overall the site structure is like many other websites: not tog mot®o deep, not too
complicated.

1.3 Characteristics of the Website Logs
Log Availability

Web server logs are an important part of site maintenance as well as sitmatian. Except for
situations where logging has been turned off, or some limiting factor like lelsézebeen reached,
web server logs (web logs) contain a recorceeéryrequest made to the server. This information
lets the webmaster know about failures as well as successes. TheNd0&Eound” message that
shows up in a browser when a link does not resolve successfully isedsoded in the web log,
along with the successful requests. Web logs are thus a rich sourcewhation about resource
availability and potential problems on a website.

Sitemaps can use logs as a source of information for building the list of aleaitzdnurces. The
department provided all of the available logs for the 2006 and 2007 calgedrs. Because of the
data size, the logs were parsed into a MySQL database. In addition, s.@ksigripts was used to
“canonicalize” the requests so that requests would map to the appropeasgstem resource (if
one existed). Dynamic URLs were mapped to their CGI scripts. The rectuche was very large,
over 50 million requests covering the two year period.
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FIG. 33: Log coverage during the 2006 calendar year was very loly,26%. In some cases, only
a single hour of activity was logged on a calendar day.

Log Coverage

For the 2006 calendar year, over 58 million requests were logged by mber;skor the 2007 cal-
endar year, nearly 42 million requests were logged. Despite having al@@shilion log entries,
the Apache logging facility was operational less than 50% of the time, andageeaps appear
throughout both calendar years. In the case of the CS Departmenitevetapshot, website enu-
meration analysis was severely impacted by the numerous gaps in the avaiighl&do the 2006
calendar year, the logs cover only 26% of the clock (2297/8760 hoR€%)7 is somewhat better,
with 3271/8760 of the year's hours (37%). See Figures 33 and 34 ometttgpage for a graph of
coverage during 2006 and 2007.

Despite these gaps, there are over 15 millsuecessfutequests in the 2-year period of the
logs (unsuccessful requests were ignored, since they do not p@nalid resource). 3233 distinct
resources ( les, plus open directories, plus scripts by lename) ododng this timeframe, which
is about 50% more than the number found at the time of the snapshot. Thiseneloerwent several
major redesigns, which may account for the difference. Some les orggapin the early months
of 2006, while others only appear in the later months of 2007: more evideat¢he department
website, like most others, is continually changing. Despite this poor shotss85,100 successful
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FIG. 34: Log coverage during the 2007 calendar year was betterah20®6, but still only 37%.

requests were extracted from the logs. Comparing the logged requesthevikhown le system
resource list, 68% are logged. Figure 35 on the following page graphs lénenoé the coverage.

That gure should be adjusted, however, to account for les thatrerenormally accessed at
all, even though they exist in the le system and are available to anyondn $scwould include
backup les or earlier versions of current les renamed to distinguishtthe. If the les that
would not normally be accessed — such as these bakcup les — are reérftouethe list, the total
coverage improves considerably. Figure 36 on page 71 shows thaivbeage rate reaches 98%,
signi cantly better than the 68% shown in Figure 35 on the following page.

Request String Content

Web server log les contain a single line entry for every request that sdméhe server. Depend-
ing on the local con guration, the amount of information that is tracked irhsucequest can be
substantial, and additional elds can be speci ed using custom logging utilitiéeny sites use a
standard subset of the log eld options called “CLF” or Common Log Formbe €lds and their
explanation are listed in Table 12 on the next page. These are the datatslesethby the author
to evaluate site coverage by crawlers and overall site coverage byitdtsis

Request strings in the logs range from simpBET/” to sinister “GET../../..[..[..]I..
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FIG. 35: This graph shows the proportion a@f accessiblewebsite resources that were visited,
either by a robot or by a user with a browser. Here “100%" includes iterasiiickup les which,
though accessible, are rarely if ever visited.

TABLE 12: Web server log elds in the commonly-used “CLF” format of Ajtee. The department
website used this format, although some of the elds were not recordedqttis gurable by the
webmaster).

Field Usage (at cs.odu.edu)

host IP address of requester
ident (not used)
date timestamp of request — dd/mm/yyyy:hh:mm:ss tzoffset

request| the request line (URI)
status | 3-digit code (see Table 13 on page 73
bytes size of response in bytes
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FIG. 36: This graph shows the percentaxipectedvebsite resources that were visited, either by a
robot or by a user with a browser. Here “100%” only includes “normaé's — those in publicly
accessible directories that are not backup les.
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/..letc/passwd " the latter is an example of someone trying to navigate to the le system root.
There are a number of query stringsgarch_user.shtml?q=ThamesFrank&h=i ) and
in-page anchord@DUCS/brochure/rcnr.html#rr ) which occur as well. There is dynamic

as well as static content, including script-containing HTML or “SHTML” le$n some cases,
the URL may contain view-order parametefgngges/?S=A ) or specify a speci c sub-page
(/news.shtml?id=Assefaw ). Neither of these last two examples maps precisely to a static
resource in the le system. Resolving these and various combinations of “/ XXX .1.IXXxX”,
“.I11.1.2/xxxx”, etc. involve a series of text-processing and path resolutaigwed by visual-
inspection and further processing for some les. The author had to arsg-pruning to clear up a
number of log items that were not categorized by the scripts. This is one pfdhlems that makes

it a challenge to use logs as a resource enumeration tool.

HTTP Response Codes

There are a number of response codes de ned for HTTP. Theseatadichether or not a request
was successful, only partially successful, not found, etc. Table XBeonext page lists the codes,
count, and de nitions for the logs used in this evaluation. Generally, ther@§donse indicates a
status-request usually from a crawler. The robot is saying “only sendesource if it has changed
since date X.” A response of 304 tells the crawler that the resourcechatanged since that date.
While it does not save the crawler a request, it does save both welv aadserawler the extra time
to process a resource that the crawler probably already has in cadmedisk. A 206 response
usually occurs when the request has speci ed it wants only a limited nunildertes in return.
This is another technique to limit the amount of bandwidth required to processoarce. The
other two responses, 301 and 302, are codes indicating partial suttése case of 301, the client
should “ x” the URL it asked for and instead point to the new URL returméth the 301 response.
For the 302 case, the original URL is only being temporarily redirected sthange is required.
In both cases, the requested resource is in fact sent to the client. Séneeatlnation focused on
nding resources, logs with response codes of 404 (Not Found) and 42&$8 Forbidden) were
not analyzed.

1.4 Website Usage Metrics from the Logs

There are two kinds of entries in web server logs, those from userthasd from crawlers. Some
entries are not easily mapped to either of these categories because yhtselitvas only partially
written. In selected entries, which could have been requested by aroserafterminal window
(i.e., via command-line entry), the request is automatically categorized “atalpdeause of the
type of command. Requests with “HEAD” or “OPTIONS” as the HTTP Methaitlifito this set.
Table 14 on the following page shows the request distribution in the logsbbr Method, grouped
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TABLE 13: HTTP Response Codes in the CS Web Logs, with an explanatiorihe frequency
count. Absolute counts for “404” and “403” were not tracked for thialeation since they do not
point to valid resources.

Code Count Percent Explanation

| 200 | 9,886,899 63.44% OK |
206 21,322 0.14% Partial Response
301 12,821) 0.08% Permanently Relocated
302 19,511 0.13% Temporarily Relocated

304 | 5,644,547 36.22% Not Modi ed

TABLE 14: Request distribution on the CS Website by type of visitor and themHWethod used
to request the resource.

Method Robots Users Al
GET 6,910,069 8,486,030 15,396,099
| HEAD | 95560, —-| 95,560
| OPTIONS| 90,265 4 90,265
| POST | 2,897 @ . 279 3,176

by type of visitor. The main goal for the author was to separate normaldemousage of the site
from everything else. In general, “everything else” is safely put in tr@wler” category since
(a) browsers do not issue such commands and (b) the number of sugsteis less than 1% of all
requests.

The distribution of requests between crawlers and users is shown in Talole the next page
and in Table 16 on the following page. Crawlers are signi cantly more activehe site than users
for certain categories. Considering the goal of crawlers to thorougiplpee a site, compared with
the user goal of accessing a particular resource, this distribution istexpe&Crawlers, for example,
will ask for every resource in an open directory whereas users wittéylg only request one or two
items. This is one reason that crawler requests for Word “DOC” les autmer user requests by
a factor of nearly 40 to 1 (Table 16 on the next page). In contrast, thbeuof images requested
by users is nearly 35% higher. Here, one explanation is that the “favie@ge is only sometimes
requested by crawlers but it is automatically sent to browsers in assoaigtiomany other pages
from the site.
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TABLE 15: Request distribution on the CS Website by type of visitor and thelBitype of the
requested resource. Users target speci ¢ resources whemalers try to reach every resource.

MIME Type Robots Users All

Application 78,765 11,669 90,434
| Backup | ¢ 3,904 324 . 4,228
77777 Directory | 276,243 902,434 1,178,677
77777 Dynamic | 1,073,716 863,634 1,937,350
777777 Image | 4,833,326 6,408,875 11,242,201
| TXT/HTML/XHTML | 832,837 | 299,373| 13,179,551

TABLE 16: Request distribution on the CS Website by type of visitor and agudic type of
requested resource.

Application | Robots| Users Al
DOC 39,722 1.193 40,916

PDF 25,953 9,209 35,162
| PPT | 228 378 606
| XLS | 9,338] 398/ 9,736
- Ps | 14| 4] 18
| MPG | 115| 61| 176
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TABLE 17: Resource duplication on a site can occur when directoriesaied to another part
of the resource tree. Or the duplication may not be physical but rathigateda new redirection
instruction by the server.

o URL L ___ 1st Access Date
(1) [ffinal/advising/syllabi/cs411s05.html 12/14/2005
(2) /advising/syllabi/cs411s05.html 07/18/2006

1.5 Cruft and DUST on the Website

Cruft in a website can be de ned as resources, particularly les, toatioue to reside in the
website but which have been superseded by newer les. Although tieeserces might also be
the equivalent of backup les, in many cases it is likely an oversight bysblemaster who did not
erase the earlier les. There are several les that appear to bet"@nofthe website, probably from
when the site was reorganized and the older les were not cleaned upe 3es are obviously
“test” les, and even have the word “test” as part of the name. Others bpparently viable names
but have content that is clearly being used as a test page. As an exacoplent.htm” appears
to be a draft for a new department home page, with placeholder contkithages but containing
text which is obviously “made up” and not designed for general publisomption. The resource
would be accessible if the path to it were known.

Several resources appear to have been moved at some point. Coiosideample, the URLs
in Table 17. The two URLs appear to be the same resource, having the aainelédname and
byte size, but located in different directories. The * nal” directory nader exists as of our website
snapshot timestamp.

Resources like those in Table 17 t the description of “DUST,” Differ&iRLs with Similar
Text [7]. In this case, though, the log entries re ect the transition of éiseurces from location A to
B in the website tree. The resources themselves do not actually exist inateplguch evolution is
normal in a website, which may undergo many such small restructuringgdtsimormal lifetime.
A similar transition in structure can be inferred from les like these three:

(1) http://localhost/advising/program_decision.html
(2) http://localhost/advising/program_decision.html.bak
(3) http://localhost/advising/program_decision.shtml

In this case, the les show the migration of the department's website from stdtidLHcontent
(html) to dynamically-generated content (shtml), which is primarily Javascripe. rilain problem
arising from cruft and DUST is whether to include it as part of the websiteot If it is included,
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then site coverage will remain arti cially low, regardless of the enumeration otetised because
these les are not normally meant to appear in the website. The author,dhesefore, to treat
such resources as though they were “restricted” items which would petajn a full account of
the website's resources. This decision is re ected in the differencedmtwigure 35 on page 70
and Figure 36 on page 71.

2 A COMPARISON OF ENUMERATION METHODS

2.1 File Tree VS Logs

A simple walk of the webroot le system produces 2273 named resourashble at the time of
the snapshot. This gure includes the contents of a “php” directorynbtithe cgi-bin directory,
because these scripts were not archived. Two les not archivexhots.txt” and “favicon.ico”,
were recreated as empty les. Both of these have been a part of théevetstinuously from 2005
through today. The logs produce nearly 6700 unique resourcesteqbet many of these either no
longer exist (i.e., they predate the snapshot) or they were created aftrapshot. Others, as noted
in Section 1.3 on page 69, are duplicates at the resource level but distinatue of the anchor
tag. Still others are resource duplicates but have, for example, ekish*sharacters at various
points in the request string.

A super cial comparison of the two lists, log requests and known regsghows over 4000 of
thevalid log requests are not found in the snapshot. According to the websitensgdtainistrators,
Rewrite rules are applied to some requests, but the original con guration ishger available so
it can only be inferred. The rules undergo continual change anémurales do not apply to the
snapshot period. In any case, the number of resources retrievagaoed with the known list
shows a signi cant discrepancy — nearly double (4000 retrieved 283 2es on disk). By manual
inspection of the discrepancy list, many of these were reduced to minotiwasaf the same URL
— the “extra” slash usage mentioned earlier, for example. Additional posegsing using a path
resolve utility helped clear up some of the remaining discrepancies. Figuoa 87e next page
shows the relationship between all resources found in the logs, thenshagsources, and those in
the logs during the timeframe of the snapshot.

2.2 File Tree VS Self-Crawl

Installing the snapshot on a new server, the author performed a aelf-of the site, iterating
through the links starting from the home page. These results imitate the resdhat a crawler
like Google would nd if it explored the site. Any links that pointed to an extésite, as well
as those that went into the “tilde” subsites, were discarded. Occasidirdlyon the site return a
404 response, including one on the main page (“Student Gaalsfent _goals.html ) which
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FIG. 37: F represents all unique resources from the 2006-200{Widdsh actually include part of
2005);F = 3233. E contains all the resources from the snapshot, dated 6 Jube2602742.

Since the logs cover a wide period surrounding the snapshot, manycesayppear in the logs that

are not part of the snapshd;= 1230. There are some resources that are not in the snapshot but
are in the logs for the same time peri@h D = 469.

the logs show as successful for the timeframe of the snapshot. Evearavedrsnapshot can have
unexpected errors. In all, 878 broken links are found during thecsa¥fd. The CS Department
internal web links are not canonicalized, except for the CS Site Seakchliiiith points to Google
to execute a restricted query on the “cs.odu.edu” domain (rather than amtie web). The local
URLs found under “ A HREF= " tags on the site are shown in Table 18.

The links listed in Table 18 do not have the webroot portion of the URL; thagt én
the page source simply as, for examplREF= Michael_Nelson.shtml rather than
as HREF=""http://www.cs.odu.edu/Michael_Nelson.shtml" . This is common
practice; usually only external URLs are fully quali ed. However, somkyfquali ed internal
URLSs are found during a self-crawl, such as the examples in Table 18gmn{9.

Various “mailto:” links are also scattered throughout the web, but thesaareacked here
since they do not point to a preservable resource (although the link itagtf be forensically useful
information). Some rewrite rules can be inferred from the logs and the $esy resources. For
example, the “ advisor” links rewritten as “/advising/” work properly, anelsfistem administrators
con rmed that, for a time at least, such a rule existed.

A self-crawl produces directory hints, such as the “images/” and “ lesféctories, which a
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TABLE 18: Links on CS Website Main Page

URL Response
index.shtml 200
search_user.shtml?g=xxx 200
Michael_Nelson.shtml 404
tharriso.shtml 404
chairs_welcome.shtml 200
mission_statement.shtml 200
student_goals.shtml 404
by_laws.shtml 200
organization.shtml 200
facilities.shtml 200
faq.shtml 200
locations.shtml 200
StudentSpace-Fall2006.htm 404
encs_f3.png 200
faculty.shtml 200
faculty_show.shtm|?p=2 200
facilities_space.shtml 200
staff.shtml 404
program_info_ug.shtml 200

crawler can use to see if it produces a directory listing. Crawling utilities €tydor example) can
often be con gured to recursively traverse such directories. In #se of the “images/” directory,
the full set of 72 les and 5 subdirectories is exposed to the crawler. iEhist the case with the
“les/” directory, however, because an empty “index.html” page hides thdisting while providing
no insight into the contents of that portion of the website tree. Results of ifherael were poor:
538 distinct URLs which resolved to only 406 snapshot resources. @@ntpese numbers with
Figure 38 on the next page which shows the relationship between thenshagsources and those
that were crawled at some point by users or robots.

2.3 File Tree VS Sitemaps Tools

Many sitemap tools that are installed on the host computer base their initiakced@i on the
website le system, and so the two pro les are often closely synchroni&dth tools also have
options that allow speci ¢ dynamic URLs to be included, so they can also iechaine of the
elements in the Log les that are not found in the standard le system treeneSgitemap tools
can be con gured to produce only resources found through a smlftcwhich can be useful for
nding links that have typographical errors or no longer exist. On-litiéties are limited to a
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TABLE 19: Fully-quali ed internal links on the CS Website.

Request Response
| http://mww.google.com/search?q=xxx&operation=1 | 200 |
&domains=cs.odu.edu&(etc) 200
http://web.odu.edu/home/secondary/class_schedule.ht ml 200
http://localhost/www.odu.edu/ao/cmc/index.html 200
http://web.odu.edu/webroot/orgs/AF/FIN/fin.nsf 200
/pages/Current+Tuition+Rates 200
http://web.odu.edu/af/finaid/finaid.htm 200
http://www.cs.odu.edu/~ibl/courseschedpage.html 200
http://www.cs.odu.edu/~advisor/ 200
http://system.cs.odu.edu/ 200
http://www.cs.odu.edu/cspage/phdstudents.html 403
http://www.cs.odu.edu/~advisor/program.html 200
http://www.cs.odu.edu/~advisor/advising.html 200
http://www.cs.odu.edu/~advisor/program/seniorexit.h tml 403
http://www.cs.odu.edu/~advisor/program/minor.html 403
http://www.cs.odu.edu/~acm/ 200
http://www.cs.odu.edu/~home_g/prosp_grad_home/home. html 403
http://www.cs.odu.edu/~home_g/grad_home/grad_info
/things_to_do_to_graduate.html 403
http://www.cs.odu.edu/~wahab 200
http://www.odu.edu/ 200
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FIG. 38: The snapshot contains 2273 resourCes,2273. Of theseB = 722 do not appear in any
of the logs. The snapshot has some protected resources which aecassibleA = 577, leaving
Aj B= 145 resources that were accessible but never crawled.
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FIG. 39: Some sitemap tools provide sophisticated, GUI-based reporis. giidphical website
representation was produced by the Webmaster Tool on auditmypc.com

site-crawl, although sometimes a speci ¢ directory tree can be designatedaaas it is directly
web-accessible. For example, Webmaster Tool [4] is a Java-based utilith starts from a given
web page and lists all links found from that point forward. It produge®ry detailed graphical
view of the site (see Figure 39) and creates reports in plain XML, sitemagpieant XML, and
HTML. Webmaster Tool cannot traverse the site le system itself, howex@rcan it examine logs
for additional links. Those features are limited to utilities which are operatea foyvileged user
on the local system. Other sitemap tools impose arti cial limits on the size of the sitexmple,
the XMLSITEMAPutility [150] will not create a sitemap larger than 300 items.

One feature that some sitemap tools offer is the ability to comb logs for additidRias.UIn
this case, the author found this strategy to be less helpful than expeckadidpart because of the
quality of the logs and their content. The gaps mentioned in Figure 33 on gaaeddn Figure 34
on page 69 are a contributing factor to the very low rate of URL discovieryhe logs. In some
cases, log entries appear to have been interrupted before completibnofBloese defects created
harvesting problems and required numerous “special case” handlingstothe entries into the
author's MySQL database. Such special handling was not con deiiatine third-party tools, but
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FIG. 40: Site Coverage from Web Logs

it was instrumental in achieving good coverage of the website snapshot. Bhtililichave similar
dif culties and can “crash” when badly-formed log entries are encaeateThe author experienced
this situation with a version of Google's Python script for building a Sitemaps $iitat are simple
may nd the process easy, but complicated sites can require review ofshéts to ensure a usable
Sitemap is produced.

2.4 Relying on Logs Alone

The CS Department website is very busy, with millions of requests coming inraaakth. With

crawlers actively trying to reach as much of the site as possible, andasyssing resources that
might be unadvertised, the logs can quickly approach, if not reachwéldkite coverage. Figure 40
shows how the CS Department website logs come close to accessing all knapshot resources.

The department's website also has many dynamically-generated resetiobswill not be
found in the le system. These resourasappear in logs, requested by both crawlers and users as
Table 20 on the following page shows.
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TABLE 20: Request distribution on the CS Website by visitor and dynamiaresaype. Type
“Other” includes Java, Ruby On Rails, and Python.

Type Robots Users Al

PHP 8,525| 37,261 45,786
| PERL | 3,313 7,834 11,147
| CGl (other)| 83 114 197
| Other | : 264,949 287,709 552,658

S8 (Vor+,"

)
1% " (&%

0
-.)#1234"%5

A@3B'C.)#:;< 8%32'#:,;,DE:;;F

FIG. 41: Website Coverage from Integrated Counting Techniques.nlttipossible to guarantee
that all website resources will be counted, but more are likely to be foaimd) whis method than
any single approach.

3 SUMMARY OF EXPERIMENT RESULTS

Self-crawls, le-system traversal, and log harvesting produce diffetists of website resources.
In Figure 41, a comparison of the results from these different enumeratathods shows the
advantages of integrating all three approaches into a single solution. riverse of all website

resources may be more than the sum of that the counting utilities produce.

4 RESOURCE ENUMERATION & THE RACE CONDITION PROBLEM

One characteristic of websites is that they undergo change. Each tinmiacess added or deleted
to the website, the existing sitemap le is no longer synchronized with the actualit@on of
the site. There is a necessary delay that occurs betvessirce updatend sitemap updatea
race condition between what is on the site and what is listed as being on th&@sitdime delta
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between the site change and the sitemap update opens up opportunitiesfgplete or otherwise
erroneous site harvest. There is no way to overcome this problem. Takite @ff-line does not
solve it, because an earlier sitemap request could still be used as thedbasigter harvest. To
some degree, there will always be a degree of uncertainty regardirgptitent of a site and the
accuracy of its sitemap.

5 STRATEGIES FOR OPTIMIZING RESOURCE ENUMERATION

The three methods examined for counting all of the website's resourcesiqged very different
results. Insofar as the CS website was a reasonable example of a typsitexcomplete with in-
correct links, changed lenames, and resources that appear ampeéar quickly, no single method
will produce a complete sitemap. The best strategy, then, is to combine all wigtiheds: (1) self-
crawl to generate a list of links on the website; (2) traverse the le systegetta list of disk-based
resources and the names of CGI scripts; (3) harvest the logs for d fistoessful requests. The
union of these lists, properly canonicalized, will produce the most completmeration of re-
sources.

This is not a one-time event, however. The process should be repeatedigally to capture
new resources. ldeally, a script would monitor the logs for new entrigshls may not be practical.
There are logging options that can write to a MySQL database, in whicheaaigitly script could
quickly determine the presence of new resources which could be addleel $temap. Resource
obsolescence needs to be similarly monitored or the sitemap will be inaccurate nespect, as
well. In short, con dent enumeration of site resources is an intensidettes never ends. The
Counting Problem does not have an easy solution.

6 SUMMARY

There are three basic routes to solving the Counting Problem for a wefdsiteelf crawl; (2) le
system traversal; and (3) log harvesting. The result is stored in a p@diaformat le called
Sitemap.xmliThis le lists all of the resources that are considered a part of the dite.atcuracy of
this list depends on the technique used. Each technique nds a diffeaenof the whole. Except
for a static, perfectly-linked and le-system-based website, none othd$s nd everyresource.
The most complete picture appears to come from the union of all three teeknidtven then,
some resources might be missed. With new additions and various deletiacg, @ondition exists
between what is there and what was there, and what is listed in the Siten®@fit€map le must
be continually refreshed in order to remain as complete as possible, bohitaguarantee that all
resources are properly counted.
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CHAPTER VII

RESOURCE DESCRIPTION: THE REPRESENTATION PROBLEM

‘When | use a word, Humpty Dumpty said in rather a scornful tone,
'it means just what | choose it to mean—neither more nor less.

— Through The Looking Glass (Lewis Carroll)

1 THE REPRESENTATION PROBLEM DEFINED

The representation problem asks whether enough informatioit the resource is known. In
this case, “enough” means suf cient metadata to present it to the requassx) correctly. In
the OAIS Model, the digital object is interpreted by virtue of the represemtatimrmation and
knowledge base (i.e., the sum of metadata). These combine to produceotimeaitibn object. In
Figure 42, the digital object is the body of the HTTP response (JPEGripifitie example). The
representation information comes from the MIME type and other HTTP resplbeaders, and the
knowledge base (rendering tool) for presenting the object is built into theder. The result is
what OAIS terms ainformatio object Most browsers can appropriately display or describe today's
resources at the point of request. HTML, various image types, and midey and audio formats
are readily “understood” by browsers (and crawlers), thanks piliyrtar MIME typing and other
headers communicated through HTTP. Browsers have “plugins” destgrimeterpret the content for
display to users. The relationship between OAIS and the browsing erpeiigshown in Figure 42.

data representation knowledge information
object + information + base = object
(A) (B)* (Cy (D)

FIG. 42: Resource representation in the OAIS Model and from a lasvperspective.
lhttp://jimmac.musichall.cz/images/logo/connector.6ht§p://mozi|la.org
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The Representation Problem is the need to have suf cient information teattyr understand
the resource at some future point in time. Can a set of functions be déhagavill preserve web
siteW in a format that makes it possible to reproduce the restored resoureeswhded at a future
date? “Restoration” could mean either exact reproduction of the origirah ianvironment that
emulateghe source system; or it could mean timégration of the resource into a format that is
understandable by the future system. The goal is to de Reeaervatiorfunction P) that archives
the resource together with essential metatadaRestorationfunction, R, which can reproduce
the original via emulation, or which restores it via the migration of the contenetoéwer format

(Rm):

P(W) iiarchive.
Re( I_ﬁm.ulatl.on
Rm() iawlgratlon Wo

In brief, the Representation Problem is the problem of collecting suf aiescriptive information
for each resource on a website so that it can be properly represethedfuture.

2 WHY THE REPRESENTATION PROBLEM EXISTS

Formats change over time, and some fall into disuse. “Live” sites graduallieingmt various
software upgrades, change hardware platforms, and perhaps@wphnew protocols. Consider
gopher, ftp, and telnet which have mostly been replaced by http/httpsarsdgsh. HTML 1.0 has
evolved to SHTML and XHTML, and a number of early HTML tags have baeprecated. The net
result is that a faithful bit-level copy of an old resoured Might not be usable at all on the new
system Y\p). For a resource that continues to live during the changdsecomesnyy by manual
intervention, by automated updates, and perhaps through repeate@rtitemg of both types. A
preserved resource would need to be similarly adapted to the updatednemeirt in order to be
viable. The adaptation could happen by emulation of the older system, transtaéimewer format,
or by some other method, ideally one that is automated.

For preservation, the metadata customarily available from an HTTP reggspginse event is
insuf cient. If web crawling and browsing occur through HTTP, howmgaore metadata obtained?
In part, archivists actively coordinate with the website owner to manualle stdditional infor-
mation about the website and its resources, or to post-process the itenvasows utilities. For
example, Dublin Core metadata may be derived through a series of catiwassand form- lling
between the archivist and the site owner.

In the technical metadata arena, a variety of utilities exist to aid the archiviséiadata pro-
duction once the website has been crawled. Jhove and Exif Tool areali:vown examples of
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metadata-production utilities which are applied to image les. Typically, the hest server does
not operate such utilities. Instead, they are applied by archivists toraesoat the time of ingest.

A common preservation model, then, is for the archivist to employ a web araieh iterates
through a site's resources, storing them at the archiving site for latdysas and formal ingestion.
While some metadata utilities depend on supplemental manual input from awistrabthers are
fully automated and capable of being used by the originating server as svbi}f the archiving
client. Regardless of the approach, the key is to mairgaioughinformation (metadata) about
the resource to enable its future understanding. The insuf cient metadatanpanying an HTTP
response is behind the Representation Problem.

3 SEARCH ENGINES & REPRESENTATION

Before Google revolutionized web searching with its PageRank algorithdingresources on the
web was dif cult, and many authorities believed it could only be solved by $mwencorporating
metadata into websites [121, 134, 148]. Google's approach was to weighton web pages
to produce a hierarchy of results, circumventing the supposed metadatardileOne aspect of
metadata remains a factor for search engines, regardless of the indévdtepy used: trust in
content representation. Consider Figure 43 on the next page, whiets the HTML content
(A) and the browser-view of the content (B). Thepresentatiorof content on this page differs
depending on whether it is crawled or browsed. The crawler “seeséxtieontent (Britney Spears)
repeated numerous times. The browser doesn't display that contentherilmage is shown. Such
pages are considered a kind of “spam” because their content caarnnigbed by the crawler to
accurately re ect content the user will see. The issue of trust is impoji@@h If this page was in
the top-10 links for a user's “Britney Spears” query, the user woulddrg unhappy with the results
since it has nothing to do with the request. Although there have been manwinpeats, search
and rank algorithms have not yet eliminated the ability of such “spam” pagespiolgie search
results [103, 90]. On the other hand, sometimes the intent of text is to comrteuaip&cture, as in
Figure 44 on page 88. How can this representation be distinguished feogp#m-like content of
Figure 43 on the next page? How does the content of ASCII art relate tmtge drawn? Is it spam
or is it informational or is it nothing but pixel-rendering? In OAIS terms, khewledge basis as
important as the other two components (the data object itself and the reptesemformation) in
order to produce a valid information object.

Search engines also alter content representation when they transtositethresource in the
cached copy they keep. Consider Figure 45, where the original Piofkimeae (A) has been cached
and modi ed (B). Yahoo's cached copy has only the essential text and of the imagery. Whether
or notinformationhas been lost by the transformation depends on the resource and otetiie in
of the original document. If the client's search includes an expectatiom ahage — perhaps as
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(A) Crawler-Viewed Content (B) Browser-Viewed Content

FIG. 43: Representing content. The dominant content varies by the fypecess, that is, the
emphasis may not be the same to the crawler as it is to the user with a browseéfTML in (A),
which repeats “Britney Spears” a few hundred times, produces theipd@ — but that is not a
photo of Britney Spears. All the “Britney Spears” are seen by the crdwienot displayed by the
user's browser, who may never realize that they are there, and whieavilinderstand why the page
is in the Britney Spears query result set.
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(A) Coffee Shop Zombiés (B) Turmoil?

FIG. 44: ASCII Art was popular during the days of Usenet. In somesé#se text had both view-
able art and meaningful content. In other cases, the text merely servedhtononitor pixels
on and off, effectively drawing the image on the screiéthe screen is a monochrome 800x600
pixel device Future representation of this will depend on having suf cient informataout

its content and expression. http:/mwww.penguinpetes.com/images/BBS_art/thumbs/Coffeeshop igsijpy
2http://www.penguinpetes.com/images/BBS_art/ASCII/Turmoil.jpg

the “recognition” factor for the client — this cached copy is less likely to kefuls Representation
issues impact search engines as well as preservationists.

4 WEB SERVERS, BROWSERS, & REPRESENTATION

41 MIME

Once mostly plain ASCII text or Hypertext (HTML), many World Wide Web sitesv contain
application-speci ¢ les (Flash, Video, multimedia), non-hypertext docaisg Adobe PDF, Word
les, XML les) and enhanced hypertext content (XHTML, CSS). Sassful access to this variety
of resources is accomplished in part thanks to MIME typing, which identa essource as belong-
ing to one of 8 major types, each of which has a variety of subtypes. 1Seawel browsers are
individually con gured to recognize various MIME types as de ned B\NA. Apache, for exam-
ple, has an extensive list of default MIME types that are installed with theegseéncluding many
that are seldom used (as in the example in Figure 15 on page 33).

The MIME speci cation (Multipurpose Internet Mail Extensions) and MIM§pes are one
method for encoding binary data in an ASCII format so that les can bestesired using simple
text-based protocols like HTTP and SMTP [37]. The MIME speci catiors lemjoyed a nearly
universal implementation, but it differentiates le content types on only rg gémple level, and
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(A) The original PDE (B) Yahoo's transformed cached cdpy

FIG. 45: Search engines sometimes transform resources that will bed storcache. In the
process, images and other information may be bstp:/www.erpanet.org/guidance/docs/

ERPANETPolicyTool.pdf 2http://cache.search.yahoo-ht2.akadns.net/search/cac he?ei=
UTF-8&p=digital+preservation&y=Search&fr=yfp-t-501& u=www.erpanet.org/guidance/
docs/ERPANETPolicyTool.pdf&w=digital+preservation&d =Q1PzJpzfQw6A&icp=1&.intlI=us

one which is insuf cient for archiving purposes. RFC 2046 de neldsic content types [38], and
two composite types. The 7 categories are listed in Table 21, with example Ves for each
type. There are some unexpected category assignments mixed in with theuspexcts. Most of
us probably would guess correctly that the content type assignmertifm messages is multipart
media, but it is a bit surprising to nd that encrypted resources such asage digests are also
assigned to this category.

In most cases, both the server and client rely on the le extension for tygdiidation, and
problems can arise if the typing and content are mismatched. For examplelethép://
beatitude.cs.odu.edu:9999/falsePdf.pdf is a UTF-8 encoded resource which has
been renamed with the “dot-pdf” extension. Both the server and the clierdanidy this le.
Browsers attempting to access this le can generate an error if the le isxawhmed more closely.
But if falsePdf.pdf is downloaded and examined with a more capable tool like the filaix
command, the “real” le format is recognized as “UTF-8 Unicode EnglisktTeThe automatic
MIME typing process was misled by the “pdf” extension.
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| MIME Type [ Selected Subtypes |
Basic (Discrete) Types

(1) text plain, HTML, XML, richtext

(2) application| pdf, octet-stream, zip, mswaord
(3) audio basic, wave

(4) image jpeg, tiff, gif

(5) video mpeg, quicktime

Composite Types
(6) multipart header-set, digest, mixed
(7) message external-body, news, partial

TABLE 21: The MIME Content Type Categories

In some cases, not enough information is given to access the resogeci is received. For ex-
ample, a Content-Type @pplication/octet-stream could be an Open Of ce document,
an Excel spreadsheet, or some other le format not recognized byettvers Another frequent
scenario is where the server understands the type, but the client alpes the previous example
of Figure 15 on page 33 illustrated. The web server has correctly identhe MIME type, but
the browser has no representation method. VRML les, popular in thed,99@ just one of many
formats that have fallen into disuse. Travelling back in time, it might be possilglettmore useful
metadata on the le: the best time to get information about a VRML le was abOugears ago.
Certainly, the minimal metadata generated by crawling the site for this resownaliisly to prove
suf cient for historians in the year 2100. Despite “knowing” what the it representing it is a
problem for the browser.

42 HTTP

The MIME Content-Type entity header sent over HTTP by the serverigge only bare-bones
information about the resource. Version 1.1 of the HTTP protocol hae4ied Headers which are
grouped into 4 general categories: (1) Entity (2) General (3) Reégunes(4) Response. Table 22
lists the headers by category. Few of these are routinely used by weltssemd even fewer provide
insight into the resource. The Request and Response categories tagettaén more than 50% of
all HTTP headers. This distribution of elds makes it plain that most HT TPtestis facilitate the
transfer of data rather than interpretation of data.
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TABLE 22: HTTP Headers, grouped by category. Those that weradet to provide resource
metadata fall into the Entity category, but useful data can be found in theastegyories as well.

Category
| Entty [ General | Request |  F Response |
Allow Cache-Control Accept Accept-Ranges
Content-Encoding Connection Accept-Charset Age
Content-Language Date Accept-Encoding ETag
Content-Length Pragma Accept-Language Location
Content-Location Trailer Authorization Proxy-Autheraie
Content-MD5 Transfer-Encoding Expect Retry-After
Content-Range Upgrade From Server
Content-Type Via Host Vary
Expires Warning If-Match WWW-Authenticate
Last-Modi ed If-Modi ed-Since
If-None-Match
If-Range
If-Unmodi ed-Since
Max-Forwards
Proxy-Authorization
Range
Referer
TE
User-Agent

4.3 Web Presentation Technologies

It is axiomatic that the Web is a presentation-oriented technology. HTMLhFBisverlight, and
other technologies are designed to provide a speci c experience to éne This experience is
grounded intoday rather than in long-term viability of the content. In some cases, metadata can
be embedded (HTML META tags, for example), but in most cases the nmasimuthe metadata.

By themselves, these resources do not have enough information t@ émsgsterm preservation.
Website archivists usually use special metadata-generation utilities to gathis dbout a speci ¢
resource. They may also use manual-entry techniques like forms to iatardbout the resource’s
origins such as authorship or purpose. Without these efforts, tharghof these resources is
subject to the natural obsolescence of digital evolution.

5 REPRESENTATION MODELS, METADATA, AND INTEROPERABILITY

In 2005, as part of the Archive Ingest and Handling Test (AIHTg, thibrary of Congress tested
“the feasibility of transferring digital archives in toto from one institution toter” [122]. Several

issues arising during the test, and conclusions resulting from it, havennagethe development of
this proposal. The rst is that metadata which is characterizekasired for resource ingestion
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often turns out, instead, to merely desired Some resources are valuable enough to warrant inges-

tion with whatever metadata is available for them, even if it doesn't ful Il réfmrg “requirements.”
Another observation from the AIHT is that metadata markup, like ontologiesnesir evolve into

a universally-accepted approach [123]. Two repositories storingahe resource may record and
map metadata very differently. This means that interoperability or even singgene exchange
between the repositories may involve very complex operations, even if beth say, METS. As a
result, a key conclusion of the test is that data-centric strategies are nedukthan those based on
implementing a particular environment or model.

6 SUMMARY

The Representation Problem addresses the need for suf cient metadsgatored with an object
so that its function and expression is possible in the future. In OAIS terms,

DataOb jectt Representationlnformation KnowledgeBase InformationOb ject
Websites have many data objects, but little metadata, and both HTTP and Midiigronly
enough information for interpretation today, not tomorrow. InterventiomAbshivists, used by
professional digital libraries, is not practical for the everyday webSigarch engines provide little
metadata, and sometimes website resource content incorrectly in uencasaitoh engine's results
set. Representation depends on knowledge base and representatiovatidh. MIME and HTTP
provide the representation information as part of the le transfer, antriveser typically provides
the knowledge base for presentation of the information object. In soms,dhsee is insuf cient
metadata to produce the information object. Complex Object models integratsdueas with an
essentially unlimited amount of metadata, making them an attractive solution fagiag website
resources for preservation. Metadata in the complex object can beatgth&oth manually and
automatically. Organization of the metadata can prove to be problematic, howevicularly
when repositories exchange information.
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CHAPTER VIII

EVALUATION OF METADATA UTILITIES ON THE WEB SERVER

1 A REPRESENTATION PROBLEM EXPERIMENT

1.1 Characterizing A Typical Website

To evaluate the performance of metadata utilities it was important to create aemghere all of
the resources are well-de ned, i.e., the exact content and quantityeoy egsource is precisely
known. This information is needed in order to have a baseline against wieametadata utility
processing could be compared. At the same time, such a test website néeds @ variety of
MIME type content that will be applicable to these utilities. External activity lgs are not a
factor in this experiment, which must have as much control over the compuiirigpement as
possible. An arti cial site, with realistic content, would meet these requirements

It was important to have the test web mimic, as closely as possible, a “typicdlsitgein
terms of content and structure. But what, exactly, is a typical website Aatldoes a typical web
page contain? As [6] notes, research on average website conterges biathe sampling method
used, which is often either too random (sampling from search engindspdbcused (a single
known site). An extensive survey of web content was published bieBsyr in 2003 [78]. At that
point, surface web composition was roughly 23.2% images, 17.8% HTML13a#dPHP, with the
rest a collection of other formats ranging from PDFs to animations. Moentestudies support
this rough proportion, noting that most web pages have one or more imagesided in them
thus contributing to a higher ratio of images to HTML resources but still sdipgothe intuitive
impression that the web is largely HTML [6].

1.2 Metrics of Website Composition

With regard to website size, a 2004 report on the composition of variousnahtitmmains [6]
showed a wide range of average number of pages per site, with a low (&&2n) to a high of
549 (Indochina). That same study also indicated a preponderanc&ME léver other document
types, with PDF and plain text les accounting for up to 85% of the remaintteysé gures do
not include image les). In 2006, Levering and Cutler [71] conducte@&ensive examination of
actual web page content using a pseudo-random sample of pagesdjlean Yahoo, Google, and
the Open Directory Project. They found that most HTML documents contastiean 300 words,
with a per-page average of 281 HTML tags and a 221x221 pixel imagellystiF or JPEG) that
acted as a document header, much like the banner name of a newsegserrdsults are similar to
those found in a study done in 2002-2003 [35].
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A relatively recent (2004) examination of e-commerce sites at a largersianvn [10] found
an average object size of 9 KB and a much higher percentage of imageansgetin in other stud-
ies. The authors of that paper attribute the variation to the nature of e-camsitgs. Additional
con guration information can be found in several studies done on thkigen of website con-
tent [102, 23], which support earlier ndings indicating an increasiag af dynamic presentation
technologies like Javascript, PHP, and Active Server pages.

Despite the many website studies available, no clear characterization ofieattywebsite
emerges, except perhaps at the extremes: single-page sites (oftgraat farms”) and in nite
sites, which use dynamic-generation to create in nite pages such as a msehiedule site with a
limitless value for future date. The author was therefore left to “guesstintla¢etomposition of
a small departmental or community website in terms of size and types of resoUrice general
tendency seems to be a small website of a few hundred les, with the HTMésagighly 5 KB to
25 KB in size, having approximately 3 or more images embedded per HTML, pagdecontaining
links to various internal resources distributed throughout the site, andetyof external links on
selected pages.

1.3 Preparing a Typical Website

Statistics from the research discussed in the previous section providkaliges for the design of
the test website. Average web page size in these studies ranged fronbBBo(2 gure which
includes the size of embedded images), with shopping sites often havingea bigé because of a
large number of embedded images. The overall website content wasgrasadly on character-
istics found in [71] and [78].

Figure 46 on the following page shows an example of a web page from thsitees These
were built using a script the author developed for other researchgtgoj€ontent was extracted
from Project Gutenberg e-text les, and images came from a variety wfces including Project
Gutenberg and the author's personal creations. The PDF les wesgext using a template which
produced results similar to Figure 47 on the next page. A collection of WD@IC” les and Pow-
erpoint “PPT” les were created using Microsoft Of ce. These and tither les were randomly
assigned to HTML pages throughout the site. If the random resourcamvenage, it was “embed-
ded” in the page; otherwise, it was represented as a linked resouach.ré&ource was unique in
content. Figure 48 on page 96 is a visual mapping of the test website. Liiskitay shown so that
the overall directory structure can be more clearly seen. Howeveratiesgll contain links which
can be mined to nd all of the website's resources, much as a regular visitbe site might navi-
gate. In addition, a Sitemap.xml le is provided for use by both the web semegtule,MODOAI,
as well as the hypothetical crawler from Google, Yahoo, or MSN. Tle layout and content is a
reasonable facsimile of a quotidian academic or community website. Table 28jer®@ describes
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FIG. 46: An example page from the test website, showing a randomlyrassigsource (in this
case, an embedded image).

FIG. 47: An example PDF from the test website. PDFs were generallyad3@sain length.



96

FIG. 48: Visual map of the test website. Resources of all types werébdigtd at all levels of the
site.

the overall content of the site by le type and hierarchy. Table 24 on theviing page shows the
resource distribution by type and size for the test website.

1.4 Selecting Metadata Utilities

The target environment for this test is the small to mid-size website whererttarée interest in
preservation but no budget to support it in terms of manpower or satiwaestment. For example,
a small-town citizen information website, or a university department-level iigethsth perhaps
only one professional webmaster and/or a group of students who aatamaster support. With
this is mind, four elements were de ned as the primary selection factors fon¢hadata utilities to
be included in the test:

(1) Price

(2) Operating System

(3) Invocation Method and
(4) Ease of Installation

Many, if not most, small departments and community web servers operateameég&tremely
constrained budget. The author felt that cost should therefore Iotoa iaselecting the test utilities.
Each utility also had to be installable under the test server's operating syRedhHat). The
utilities all provide a command-line invocation method. This is necessary betagisveb server
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TABLE 23: Content and layout of the test website. There are 12 top-dinextories each of which
has 4 subdirectories below it. These subdirectories contain the bulk ofdhsiter content. ]
Resources were randomly chosen from the list, without repetition'dther” File types include
SVG, MP3, WMV, and ASCII text.

File Type Grp (1-12 | Dir (1-4 Count
“Home” n/a n/a 1 HTML
n/a n/a 3 GIF
HTML 1 10 492 HTML
Image .3 .3 195 GIF
.22 - 12 51 JPEG
- 28 - ]2 51 PNG
Application , 3 - 12 144 PDF
- 12 - 12 48 .DOC
- 12 - 12 50 .PPT
Other .12 .12 49 (Total)
] Total Files: | 1084 |

TABLE 24: Distribution of resources in the test website by MIME type and.siz

Ext (type) | Bytes (B) | Count| Avg B/File
mp3 1365819 11 124165
png 510863 51 10016
pdf 33491409 144 232579
ppt 37232640 50 744652
txt 104838 14 7488
wmv 648142 11 58922
html 1237937 493 2511
ipeg 308698 51 6052
doc 1541120 47 32789
svg 341239 14 24374
gif 1196579 198 6043
Total: 77,979,284 Bytes
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module used to enable metadata-utility integratimopoAl) issues the equivalent of a command-
line request to each utility. It also enables us to automate the process fgpassngle resource
through each of the utilities via the Apache con guration le (cf. AppendixDpage 178). Finally,
ease-of-installation is important if the average webmaster is to be respofwiltestalling and
con guring such utilities. External dependencies like software librafdesikl already be installed
or should come packaged with the utility and be automatically included in the installatoegs.

1.5 Utilities Considered for Inclusion

There are many utilities that offer attractive analytical capabilities but whiemat practical can-
didates. Some (e.g., Oxford's WordSmith tools [119]) are purely Windoaged products and/or
have also migrated away from command-line usage to graphical, usetctivierzsage. Others such
as Harvest and Essence ([51, 14]) are frameworks rather than utilgegsring a level of restructur-
ing and/or complex installation and con guration that is unrealistic to expeniasft webmasters.
The Essence subsystem of the Harvest software package existegarats utility, but installation
is complicated by the need to port much of the software to more recent verdibmux (the last re-
lease dates from the early 1990's) and by its dependence on libra@€5.g.) which have been
obsolete for many years. The author was unable to successfully instabftwsare and believe that
most webmasters will also give up before success is achieved.

Another popular utility the author was not able to include is Kea ([64, 22hjickvperforms
sophisticated key phrase analysis of extracted text. This was a disappuirgimee Open Text
Summarizer's “keywords” option has been disabled in the latest releagainAthe issue here
is installation feasibility for the everyday webmaster. Kea has to be “trairmoédch document
collection with a set of candidate texts and author-designated index termgf &eay, of the les on
target population web servers will meet such requirements. Most websitédghly heterogeneous
in content and not easily reorganized into categories that will t Kea. @mnother hand, keyword
analysis is computationally intensive and would most likely incur a signi carfopemance penalty
which webmasters might nd unreasonable.

There is some duplication of analysis among the utilities considered. Exif, a utifignialyz-
ing digital photo les, overlaps with Jhove's JPEG HULSs, for example. [Sdaplication can be
informative. Analysis results do not always agree between any two utikbeisiput from multiple
sources may help the archivist. For instance, the two sites:

(a) http://lwww.library.kr.ua/cgi-bin/lookatdce.cgi and

(b) http://www.ukoln.ac.uk/cgi-bin/dcdot.pl
produce different Dublin Core eld content fdnttp://www.joanasmith.com/index.
html . This page has a half-dozen properly de ned Dublin Core elds, betttho tools extract
and assign the Dublin Core content in different ways. Automated Dublie @@&tadata extraction
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<META http-equiv="Content-Type" content="text/html" ch arset="UTF-8">

<META content="Villette by Charlotte Bronte" name="DC.so urce" >

<META content="Excerpt from Crate Utility Performance Tes t"
name="DC.title" >

<META content="Author: Charlotte Bronte" name="DC.creat or' >

<META content="2008-1-24" name="DC.date" >

<META content="/home/jsmit/testWeb/group7/dir2/pg2.h tml"
name="DC.identifier" >

<META content="no copyright in USA" name="DC.rights" >

<META content="research file" name="DC.description" >

FIG. 49: Example of the META tag content extracted from one of the telsWTML pages using
the author's own “home-grown” utility, dcTag.

proved to be a bigger problem than expected. The two Dublin Core analjlies at the sites
mentioned above are not designed for the automated, batch-style jpmgoesgiired by this kind
of experiment, where the utility is integrated with the web server. The authaingld an early
Perl-based version of UKOLN's DCdot utility and successfully modi ed itrtm in a home web-
server environment. Yet it simply could not be installed on the commerciadisewen by the local
webmasters.

As a last resort, the author wrote a short Perl script which simply extraetsMETA>tags
from the <HEAD>section of HTML documents. These tags include data likat¢heal example
shown in Figure 49. Such a simple extraction tool does not derive truérDQbre metadata. It
does show, however, that even simple, locally-developed scripts oaiderinteresting metadata
for the harvester.

1.6 Utilities Selected for the Experiment

Several utilities were clear candidates for selection, easily meeting criteniaugtin3. A couple of
utilities posed more installation issues than are likely to be tolerated by most websr(asterion
4), but they offer useful metadata and were included despite theseultiés. There is some du-
plication of analysis; both Jhove and Exif are applied to JPEG resodocessample. The utilities
represent a range of implementations, from tools like “ le” and the hask35( SHA, SHA-1)
which are installed by default with the operating system; to open sourcagmogritten in C (Open
Text Summarizer) which have to be compiled and installed on the target wedy;ster Perl-based
scripts (dcTag) and Java utilities (Jhove, Metadata Extractor, and fr@moid). Those selected
for this experiment are listed in Table 25 on the next page. Each of thesalganeets the selection
criteria but it also provides useful preservation-relevant metadata.
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TABLE 25: Metadata utilities used during performance testing, all are comiliraadbased. In-
stallation dif culty ratings range from 0 (natively installed with OS) to 5 (regsilocating and
installing numerous external libraries not packaged with the utility).

Utility Source MIME
Key Installation Dif culty (0-5) Comment Usage
Jhove | Jhove http://hul.harvard.edu/jhove/ *[*
2 Java-based utility,
command-line version
| TExif | ExifTool [ Linux utility (Jusr/bin/exify ~ | imagefjpeg|
0 Compiled version.
Digital photo analysis
| "WC [ WordCount ~ [ Linuxutility (fusr/biniwc) | text* |
0 Counts words, lines, total bytes
in any text-based document
| "OTS | Open Text Summarizer (OTS)  Libots, on Sourceforge.net | text/
4 Compiled and installed.
Use “-a” to summarize any text le
| “File | FileMagic =~ | Linuxutility (Jusr/bin/le) | X
0 Examines le for
“type” characteristics
| Droid | Pronom-Droid ~ [ T http://droid.sourceforge.net/” | e
5 Java-based utility,
command-line version
| MD5 | MD5-Hash ~ =~ | Linuxutility (fusr/bin/mdSsum) | ** |
0 Digital le signature
based on MD5 hash
| SHA | SHA-Hash ~ | Linuxutility (usr/bin/shasum) ~~ |~ ™ X
0 Digital le signature
based on SHA hash
| SHA-1 | SHAl-Hash [ 1 Linux utility (Jusr/bin/shalsum) | o
0 Digital le signature
based on SHA-1 hash
| MetaX | Metadata Extraction Tool | ~Meta-Extractor [ ]
3 Java-based utility, command-line version
on Sourceforge.net text/*
| "DC [dcTag =~~~ | SimplePerlscript (home grown) | 1 text/htm
1 “dcTag” extracts Dublin Core and
other <META>tags from the HEAD
section of an HTML document.
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TABLE 26: Components of a plugin speci cation in the Apache con guratien

| modoai_plugin| _ mdSsum| _ __ ‘fusribin/le %s' | usrlbinfle v | 7|
new plugin label command to run the utility command to genefate  MIME types
(any text) | the %s substitutes the leg version information affected

1.7 Con guring The Web Server

As the most-installed web server brand in the world [101], the Apache welersis a realistic
choice to host the experiment. An added advantage in selecting Apachesdsiibdule exists which
will enable the metadata utilities to be integrated into the web server. The moduteisAl [99],
an OAI-PMH enabled Apache web server module. WithDOAI, Apache can issue responses in
a complex object format where the resource and metadata appear tagetigeresponse. For this
experimentMODOAI was used to provide responses in a variant of the MPEG-21 DIDL foseat
Chapter Il) called a CRATE.

Like other Apache modulesjODOAI activity is controlled through the web server con guration
le (httpd.conf). A snippet from thevnoDOAI section is shown in Figure 50 on the following page,
and the components of a “plugin” speci cation are shown in Figure 26thHerrespects, the Apache
con guration options were left in the default state. No rewrite rules, atiagecustomizations were
con gured, except for the installation and initializationbDOAI.

The test website was installed in /var/www/ (the default location), togethetheétBitemap.xml
le which contained the list of every website resourcégDOAI uses this le to iterate through each
of the resources on the website, just as many crawlers do. Only resdisted in the Sitemap are
processed. From theoDOAI perspective, the Sitemapthe website since links within pages are
not followed bymoDOAI. The nal step in preparing the website is installation of the metadata
utilities and veri cation that the parameters found in the modoai.conf le cdlyeiovoke each
utility.

1.8 Con guring Website Traf ¢ (Load)
De ning Typical Website Traf c

It is intuitively obvious that any given website will have variation in its usagggon, from “high”
periods to “low” periods. Even the Internet as a whole exhibits diurnabtraisible on Akamai's
live Internet traf ¢ website, pictured in Figure 51 on page 103. The padtef dense traf ¢ can be
seen moving across the globe more-or-less in time with the normal daylightestieorkday.
Alexa Traf ¢ Rankings http://www.alexa.com/site/ds/top_500 ) provides statis-
tics on the top 500 sites worldwide, including page views and “reach”, aumeas$ the number
of visitors to the site. They also measure the time it takes for a page to load, ségsgrom
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Alias /modoai "/var/www/"
<Location /modoai>

SetHandler modoai-handler
modoai_sitemap Ivariwww/sitemap.xml
modoai_admin smith
modoai_emalil admin@foo.edu
modoai_gateway_emalil mail@foo.edu
modoai_oai_active ON

modoai_max_response_size 10000
modoai_max_response_items 10000

modoai_plugin wc /usr/bin/wc %s

lusr/binfwc -v text/ *
modoai_plugin file lusr/bin/file %s

lusr/binffile -v * [ *
modoai_plugin md5sum /usr/bin/md5sum %s

/usr/bin/md5sum -v * [ *
modoai_plugin jhove "lopt/jhovel/jhove -c

/opt/jhove/conf/jhove.conf
-m jpeg-hul -h xml %s"
"lopt/jhovel/jhove -c
/opt/jhove/conf/jhove.conf
-h xml -v" "imagel/jpeg"

modoai_plugin pronom_droid "/opt/jdk1.5.0_07/bin/java -jar
/opt/droid/DROID.jar -L%s
-S/opt/droid/DROID_SignatureFile_V12.xml"
"lopt/jdk1.5.0_07/bin/java -jar

/opt/droid/DROID.jar -V" " *fx"
modoai_plugin exifTool "/usr/bin/exiftool -a -u %s"
"fusr/bin/exiftool -ver" "image/jp *"

</Location>

FIG. 50: Apache con guration oMoDOAI. Although the Jhove example shows only the JPEG
HUL being called (“-m jpeg-hul”), the experiments called Jhove for eWdWIE type, specifying
the appropriate HUL. Many utilities can be customized using similar variations icahg le.
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(A) Active Trafc

(B) Active Attacks

FIG. 51. Akamai maintains a live view of web traf c, including overall traf(A) and areas expe-
riencing attacks (B). See http://www.akamai.com/visualize
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“Very Slow” (97% are faster) to “Very Fast” (97% are slower). Spestthgs are recalculated every
month. The average speed in January 2007 was 1.7 seconds pefpiaggure, however, re ects
the visitor's viewpoint and does not indicate the number of pages penddhat any given site is
able to deliver. Page size, type of content, and other factors play aoidable role in rating a
site's speed, as Alexa notes.

Research On Live Web Server Traf c

An important question to ask when evaluating the impact of metadata utilities is hdfedtsa
performance under normal server load, i.e., the traf c volume typicallyeetqul at the website.
What is a “normal” server load? The answer of course is, “it depérvers which host busy
websites (amazon.com, eBay) will have a much higher load than sites whichlgeiccasional hits
(the majority of blogs, e.g.). Still, any site can become very busy. Spam-badieng, community
tax deadlines, and end-of-semester exams may put sudden, heavghoaderver. Some sites are
simply busy all the time.

Two studies which examined the access logs at live commercial sites [1@e?&8]done with
an eye toward improving delivery services via CDNs and Application $&rvén unexpected
result of [10] was the discovery that improper cookie use createdcessary work for the servers.
Other website traf ¢ studies [35, 26] have focused on improving searngine-crawler ef ciency.
Because crawlers access all of a site's resources, servermparfoe can suffer as it swaps seldom-
used pages in and out of memory (a locality of reference problem). Rbésiedo active website
traf ¢ patterns, commercial and otherwise, show a Pareto distributioryofles to the server. That
is, the majority of the requests (80% to 90%) typically cover only 10% to 20%eEite's total
resources [23, 10, 6]. As a result, the server often has the majoritycofmimg requests already
available in cache, improving overall response time.

Network bandwidth and server load capacity also impact web servesrpgce. A number
of elements play into the network bandwidth available for a site, including thetarnet usage,
events like denial of service attacks, and bottlenecks occurring at takdenvice provider. One
study [10] characterized the work load of 3000 of the busiest commaeitaslat a large server-farm
which hosts more than 34 thousand sites. The average request rat82vasraour (less than 1
request/second), but the range was as high as 25 requests peat Gaar®1,000/hour) for the most
popular site. Clearly, “typical” traf ¢ rates vary greatly and depend omyrifactors which are hard
to model. Webmasters frequently use their own site's logs to determine whitlenboks exist and
to decide what steps to take to clear them. Spam bots, for instance, maydbedhlay blocking a
range of incoming IP addresses or by redirecting those bots to “spiget’tra
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2 PERFORMING THE EXPERIMENTS

2.1 Performance Testing Tool

The primary tool used to monitor web server performance was Apadideted software packagle.
A Java-based tool, it is designed to provide detailed information on Apaetfermance under
varying load conditions. It also provides a means to simulate various levilf ofat the website.
This tool was selected for three reasons. First, it is the native Apacfampance evaluation tool.
Second, itis the tool used by the commercial testbed where the authorcteddhese experiments.
Third, it is widely used in industry to benchmark performance of web sdrased applications.

2.2 Simulating Web Traf ¢

Server load testing is normally performed in an environment that duplicateartjet live server,
along with utilities that are designed to “stress” the machine and recordrperfice data. The
author's association with colleagues in industry enabled the test websitenisthbed and tested
in a commercial test environment. Like many web servers, the hardwareptiaszed for network
speed rather than for processing speed. Using Apache's JMeter tumihe traf ¢ baseline was
con gured for the maximum possible traf ¢ that server would supportjoliiranged from 88-93
requests per second. This number is signi cantly higher than that report¢10] for the busiest
commercial site, which experienced a maximum request rate of 25 perdséldumidea here was to
create a “worst case” scenario, i.e., when a server is constantly logened. The request patterns
were modeled to mimic the normal Pareto distribution seen in website traf ¢ logghieemajority
of the requests (80% to 90%) typically are for only 10% to 20% of the site's tesaurces.

2.3 Website Harvesting

For most web crawling experiments it is necessary to write a detailed craweliipg which ensures
interation through all of a site's resources. With an OAI-PMH-enablel sexver — as is the case
for this series of tests — the protocol obviates the need for such detailptirge The OAI-PMH
was created to facilitate interoperability among repositories [68], and itsoffertain advantages
for website harvesting. Developed with digital libraries in mind, most librariemsv this protocol
as a means to obtain metadatzoutobjects in a repository — Dublin Core or MARC records, for
example (see Chapter Il on page 9 for a discussion of the model). This gunmauld produce a
list of repository items and the MARC metadata for each of them:

http://mww.foo.edu/modoai
?verb=ListRecords&metadataPrefix=0ai_marc

Ihttp://jakarta.apache.org/jmeter/
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<crateplugin>
<crateplugin:name>file</crateplugin:name>
<crateplugin:version>
<|[CDATAJ[1.0.5]]>
</crateplugin:version>
<crateplugin:content>
<I[CDATA[
Ivarlwww/testWeb/group8/pdf120.pdf:
PDF document, version 1.3]]>
</crateplugin:content>
</crateplugin>
<crateplugin>
<crateplugin:name>

md5sum
</crateplugin:name>

<crateplugin:version>

<I[CDATA[md5sum (GNU coreutils) 5.93
Copyright (C) 2005 Free Software

Foundation, Inc. This is free software.

You may redistribute copies of it under

the terms of the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.

There is NO WARRANTY, to the extent
permitted by law. Written by Ulrich Drepper
and Scott Miller.]]>

</crateplugin:version>

<crateplugin:content>
<|[CDATA[elf66cd707c2df36dafe8557d82536al]]>
</crateplugin:content>

</crateplugin>

FIG. 52: A sample section of CRATE XML generated by modoai.

OAI-PMH also offers the ability tcharvest the resources themsehs® not just the meta-

data [136]. For utility evaluation purposes, this means it is possible to haallest the site's

resources and their metadata with a single request:

http://www.foo.edu/modoai/

?verb=ListRecords&metadataPrefix=odu_crate

Here, "metadataPre x=o0du_crate” indicates that the response will tobtath the metadata

about each changed resousra the resource itselfThis metadata format, “odu_crate”, is based
on LANL's implementatio of the MPEG-21 DIDL complex object format [8]. Thigiect - image,
PDF, text le, etc. - is encoded in Base64 and encapsulated in the respAny metadata utilities

that were applied to the resource are included as well. The output is pl&H A®an XML-format.

An excerpt is seen in Figure 52. To mimic non-OAI-PMH harvesters, thgetiwtility was used.

3 A QUANTITATIVE COMPARISON OF UTILITY PERFORMANCE

3.1 Baseline Establishment

The experiments reported on here followed the standard practice ugedcaimmercial site to test

server performance. This included setting up PC clients to make demandssardler and “warm-

ing up” the server for at least one hour prior to initiating OAI-PMH hatives Servers collect other

tasks that must be done in the course of the day, such as ushing logj&, iamportant to have

the normal queue of background tasking in place at the time stress testiisg Biaally, there is no

easy way to speci cally adjust these servers to postpone all of theie@gnaintenance operations

which can impact performance by their unexpected initiation or conclusianh &ctivities are a

normal factor in tuning web applications.
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TABLE 27: Average distribution of hits per test run.

Type Average Hit Count
mp3 312
png 24296
pdf 3479
ppt 1648

txt 307

wmyv 240
html 238085
ipeg 24316
doc 717
svg 456

gif 792618
Total Hits  (per test): 1,086,474

Using JMeter, multiple “baseline” requests were run to establish the respamge of the server
without any CRATE requests active. The general resource distribusianpartion of overall web
traf ¢ is shown in Table 27. HTML and GIF les formed the core 85% of theuests. For the
remaining 15%, the author used a random-selection factor that is cotlgura the JMeter ap-
plication, which chooses one of the non-core resources at randomdrlist. Because of this
random-resource selection, the throughput during each test variéthysligom a high of 92.7 re-
guests per second to a low of 80.1 requests per second. If the raedonrece was a large video
("wmv” le), the request rate would drop to the lower value, for example.

The “Response Time” columns do not show a consistent growth rate féérth@ugh 100%
across all rows. From a performance testing perspective, the variatimsentially “in the noise.”
Differences of a few milliseconds or even seconds between columns mdyebt any number
of factors other than load alone. For example, the server may have beensivap clean up or
ushing logs. In some ways, having a busier server is more ef cientihee it is more likely that a
resource which is about to be put through the metadata utility “wringer” widleally be available in
cache.

Web servers are more likely to be 1/0 bound than CPU bound, unless ther s£also acting
as an application or database server (Oracle or MySQL, for exampé&)htbughput re ects this
I/0 limitation. Even whermoDOAI was building a full CRATE using all utilities, the server was
able to provide 90% of the responses to regular web requests within 16 nailidecOne reason is
RAM: Even though the test website was very large (74 MB) for a “communitgbsite, the entire
site ts easily into RAM. Another reason is that the average le size for th#9@source group is
relatively low (25 KB). This, however, ts the pattern of normal web traf Another reason for the
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TABLE 28: Web server performance for full crawl using a standaaivter (wget) versus OAI-
PMH. The impact of each utility can be seen in the various ListRecords respiones and sizes.
The Active Utilities column cross references Table 25 on page 100.

I Response Time in Min:Sec Response
Request | Active By Server Load Size
Parameters ! Utilittes || 0% | 50% |  100%) (Bytes)
waget (full crawl) | None 00:27.16s 00:28.5%s 00:28.89s 77,982,064
Listldenti ers:oai_dc | None 00:00.14s 00:00.46s 00:00.20s 1304357
| ListRecords:oai_dc | None || 00:00.34s 00:00.37s 00:00[37s 756,555
ListRecords:oai_crate None 00:02.4[/s 00:08.34s 00:03.38s 106,148,676
ListRecords:oai_craté File 00:09.56s 00:09.72s 00:09/50s 106,429,668
| ListRecords:oai_cratt  MD5sum||  00:04.55s 00:04.52s 00:04.40s 106,278,90
ListRecords:oai_crate SHA 00:19.36s 00:19.70s 00:19,96s 106,190,722
ListRecords:oai_craté SHA-1 00:04.5Vs 00:04.49s 00:05.37s 106,316,236
| ListRecords:oai_cratt ~ WC || 00:06.14s 00:06.11s 00:05[92s 106,419,750
ListRecords:oai_crate; Exif 00:04.60s 00:04.79s 00:04/51s 106,163,645
ListRecords:oai_crate DC 00:31.18s 00:29.47s 00:28,66s 106,612,082
| ListRecords:oai_crate ~ OTS || 00:35.8s 00:36.43s 00:35.83s 106,285,422
ListRecords:oai_craté MetaX 01:13.71s 01:15.99s 01:13.96s 106,25[,162
ListRecords:oai_crate Jhove 00:54.74s 00:54,99s 00:54.84s 106,297,738
| ListRecords:oai_crate ~ Droid | 44:14.0ls 45:29.76s 47:23[29s 106,649,382
ListRecords:oai_crate  ABut Droid || 03:34.58s| 03:38.845 03:42.60s 107,906,032
ListRecords:oai_cratga All 47:42.48s 48:53.97s 50:09.76s 108,407,266

consistent performance on the “regular” traf ¢ side is that little CPU time isleddo serve up a
web page. So even if a metadata utility is demanding a lot of CPU time, the welo semveontinue
to deliver resources at a rapid rate to other users.

3.2 Performance Data

The test results in Table 28 show that even a modest web server cadep@RATE-type output
without signi cantly impacting responsiveness. Table 28 compares tHerpsnce of the server
in building the CRATE response when the various utilities are turned on orTdfé fastest are
the “native” utilities such as the Hashes and File. All of these have been i uwgd and heavily
optimized over the years, so this result is as expected. The Java utilitieedisomped well, despite
not being server-based programs (JVM startup adds signi canheagirto such a utility). Utilities
are essentially additive, with processing time and le size growing in propottiche number of
utilities called.

As noted in Table 28, performance under most utilities was acceptably fastCFb power of
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the test web server is not particularly remarkable, but it never bogged during the tests. With
one exception, that is: The Pronom- Droid utility increased the harvest timelg000%! The
author is unable to explain this phenomenon. The utility does not make extaitg(no traf c
went out of the server to any other site during this time). The cause maytheith#ava-based, but
another Java utility (Jhove) was fairly quick to analyze resources.

4 SUMMARY OF EXPERIMENT RESULTS

This experiment attempted to evaluate the practicality of integrating metadata utiliisiariato
the web server. From that perspective, two questions arise:

(1) Is it safe to generate metadata directly from the web server?
(2) Isit safe to ask for such metadata?

Inthe rst case, the question looks at whether or not a web serverfspnance would be negatively
impacted by the extra demands coming from metadata utilities. The second quektien to the
harvester and the practicality of requesting and receiving such lamgpler-object responses.

The data indicates that it is safe to generate the metadata on the web seeveav@at, though,
is that the con guration should be tested before deployment. A slow utility migbrisely impact
the site's overall performance if there is other high CPU demand. Theranthdd not recommend
using utilities that dramatically increase the total harvest time when compared withmé of a
simple harvest. Webmasters should con gure and test the response tigaefoutility and monitor
system performance to see if problems occur.

Is it safe to ask for the metadata? A full CRATE harvest of a site prodautaage response. The
nal size of the CRATE was nearly 50% larger than the site itself. Utilities whiocbdpce more
descriptive output than those used in the tests would obviously producgea tasult (and take
longer to build). From the server's perspective, it is more ef cient wate a single large response
than to split the response up into multiple, smaller sub-responses (a fentiiea: through the
“Resumption Token” of OAI-PMH).

On the harvester end, a 108 MB le is a large block of data to parse, ang arahiving repos-
itories could have problems handling so much data in one le. Still, a SAX pér@emester could
break up the incoming CRATE into individual records (i.e., les) which wobédmuch more man-
ageable for the archivist. Each le-record would be one of the welssitsources packaged with
its metadata. This solution is not radically different in concept from the plaget -r’ approach of
a regular website harvest.

The harvest method used in the experiment is termed “By Value” becauskiéves the re-
sources and the metadata. As such, it represents a worst-casecapphoaalternative approach
is to harvest the information “By Reference” which returns only the URI ®résource, not the
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Base64 encoding of the resource. In this case, the preservation taetadall included by value
in the CRATE with a pointer or web address to indicate the location of the reso(iFhis can be
accomplished by setting the “modoai_encode_size” value to “0” in the coatgan le. Cf. Ap-
pendix D on page 178). The resulting le, using the example test websitebeviinly about 8 MB
instead of 108 MB. The harvester can combine this response with the rekaltstandard crawl,
which may be a more ef cient solution for both sides although it does natigeeareplication of the
resource at the repository.

5 STRATEGIES FOR SELECTING METADATA UTILITIES

Earlier in this chapter, four criteria were speci ed for metadata utility seledtothis experiment.
Two additional criteria could be added to the list:

(1) Price

(2) Operating System Compatibility
(3) Invocation Method

(4) Ease of Installation

(5) Metadata Value

(6) Processing Cost

Of these, only Operating System Compatibility and Invocation Method hawe sparameters
that must be met. Price and ease of installation will vary, respectively, iig's.feinding and the
skills of its webmaster. The last two items, Metadata Value and Processingg@oshportant fac-
tors for which there is more than one right answer. Minimal metadata at maxinRuncgcles may
be impractical or it may be a critical piece of information, like a license keymFagreservation
perspective, the best solution is to have as much metadata from as margssasipossible.

6 SUMMARY

Five major components were employed in an experiment to evaluate the gigctitategrating
metadata utilities into the web server:

(1) Asetoftools to perform the website harvest
(2) Atestweb that reasonably re ects the size and composition of targetbdites

(3) A variety of metadata utlities that are in common use and which apply to the koahtent
available on the test website
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(4) Arrealistic test bed that can simulate on-going, live web traf ¢ while theisitervested

(5) Atool for monitoring changes in the web server's performance dttie test

It appears safe to both generate such metadata and to ask the welfaeityavithin certain
parameters. Anything that can run automatically is likely to be compatible, althatilt speed
and CPU demands may make a utility infeasible. Scripts that further customize pkage can
simplify installation without adding signi cant overhead. The procesfully automated- the
metadata is not validated by the web server nor by any other administratiive.athe metadata is
generatedht time of disseminatigrit is not pre-processed nor canned. The metadata thus re ects
the best-information available at that point in time. This approach harnéesesb server itself to
support preservation, moving the burden from a single web-wide agen master to individual
web servers, where detailed information about the resource is most likedgitte. It also moves
preservation metadata frostrict validation at ingesto best-effort description at dissemination
In other words, the web server acts as its own agent of preservatiprobigling the crawler with
suf cient information to assist the preservation process at the time the sitavided.



112

CHAPTER IX

CRATE: A MODEL FOR SELF-DESCRIBING WEB RESOURCES

This dissertation has presented two problems which must be addresseyl\wglasite preservation
model:

(1) The Counting Problem (Resource Enumeration)

(2) The Representation Problem (Resource Description)

The rst problem, resource enumeration, depends in large measurelomaster cooperation
and expertise. This is due both to the nature of website structure as mucthasriberent limita-
tions of HTTP. Where a simple SQL-like query may suf ce to bring the fullmzof a database's
resources to view, HTTP does not have an equivalent form. Thee@®&ET */* in the HTTP pro-
tocol; it is designed to request a single resource. Full site resourceezation has to be achieved
by other means, and a metadata-rich description of any one websiteaesoust be obtained by
HTTP-workarounds.

The CRATE model addresses the enumeration problem by specify@igmapdocument as
the source of valid resources for a website. Any implementation of the CRAdde| depends on
the existence of a Sitemap to effect a full crawl of a website. To meet theenation requirements
of the CRATE model,

(1) A Sitemap Sitemap.xmImust exist
(2) The Sitemap must contain a canonical form for each valid, accessiblesigece

(3) The Sitemap must be available either directly (via an HTTP GET Sitemap.xml t@quéasdi-
rectly (such as via an OAI-PMH Listldenti ers request).

The research presented by this author addresses the represemnabiempby de ning a web-
preservation object model which is built on OAIS and the OAI-PMH. Usireg@&lS model, we can
map the three primary OAIS packages to the web preservation problenovas ishFigure 53 on the
following page. Ideally, the preservation function will incorporate into thesprved web resource
as much metadata as possible. Applying the MPEG-21 DIDL concept to ®Wd;R single query
could conceivably return the resource prepackaged with all relatecdatatand with a Base64-
encoded representation of the object. This proposal outlimasdel de nitioncalled “CRATE”
and areference implementatiofor automated, metadata-rich preservation-oriented harvesting of
web resources.
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FIG. 53: CRATE Process in OAIS Context

» automated: CRATE uses the features and capabilities of the web server to perforwothke
automatically with each OAI-PMH response via heboAl module

» metadata-rich: Output from metadata extraction tools incorporated as plugimspoOAl
are encapsulated in the CRATE response object

 preservation-oriented: CRATE provides human-readable XML-tagged responses from the

web server with clearly-labelled metadata content which ts the OAIS modgbrfeparing
resources for preservation

Building on both the OAIS reference model and the OAI-PMH, the prap@sehitecture places
most of the work of preservation preparation onto the originating weleserv

1 CRATE: A DATA-CENTRIC PRESERVATION MODEL

Stewart Brand's comment that we need data to be “born archival”, sotjgital [15] refers to the
paucity of information about a digital resource. As a purely digital phemamgthe Web is no
exception; archival-quality information is not part of the typical websiteerEthe basic descriptor,
MIME Type, can be missing, incorrect, or unknown. Institutions attempting¢ond our digital
web heritage, like the Internet Archive and the European Archive,naarely store and refresh
the bits, trusting descriptors like the “.pdf” le extension to be accurate wheg are available.
Analyzing even a portion of the resources for con rmation of type onfiore informative metadata
has so far been impractical.

On the other hand, is practical and feasible for the web server to provide a variety of stipgor
metadata together with the resource. The author demonstrated this cornld@8]ijrmvhere the web
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server itself analyzes the resoutetime of disseminatioand includes both the resource and the
analysis within the response. The routine transfer of complex objects likEGAPL DIDs over
HTTP further supports the author's view that web crawls can be udedtigtly to acquire both
resources and forensic metadata [97, 136, 127]. The resource ahdne horn archival, but its
adoptive parents are naturally archival.

The resulting complex object can be molded into a repository-speci ¢ modeh as those
discussed in Chapter II- 2 on page 12. Where models like METS wouldiaegyéhe metadata
according to a pro le, and LANL DIDs would organize it by container-item& suggest a sim-
pler model called CRATE. Instead of categorizing and ordering, CRAJEatnsundifferentiated
metadata packaged together with the resource in a complex-object HTgdhses

An advantage with this simple approach is that dasa-centricrather than ontology-based. For
example, web servers would not need to choose between, say, MET8RIEG-21 archiving ser-
vices. Similarly, the archiving repository would not need to worry abaumt-librarian webmasters
misusing METS headers or MPEG-21 descriptors. Instead, the arghisository could harvest
the site and transform the information according to its own model, or it coulgtadstore-and-
wait' philosophy, like the le purgatory mentioned in [123]. Another advaygavith the CRATE
model is that it readily expands to include new types of metadata without iregjain adaptation, re-
evaluation or reassignment of current metadata elds. The new informsitigply becomes part of
the CRATE complex object, available for use or disuse by the archivirmsrgpy. In OAIS terms,
this means a CRATE is simultaneously the DIP, AIP, and SIP. A conceptuglintapf CRATE
onto the OAIS model is shown in Figure 54 on the following page. The welesacts, to some
degree, as the archive manager since it is responsible for runningahesia utilities and generat-
ing the CRATE complex objects. Archiving repositories also partially ful llthale by refreshing
the bits and organizing the content. Archive management becomes sonuagbatralized, with
the various tasks of preservation distributed between originating sitegamdiag institutions.

2 COMPLEX OBJECTS AS ARCHIVAL INFORMATION PACKAGES (AIPS)

Looking at a web site from the viewpoint of the OAIS [20, 79] model, a webisite collection
of Archival Information Packages (AIPs) which can be accessexnltjtr the web server. The web
server disseminates its content in reply to a GET, but that content is viewldéterent ways depend-
ing on the le being served up and the browser in use: an HTML documéhtembedded Flash
imagery displays differently than a PDF, for example. Content that is tocealdquired “plugin”
or format reader no longer exists), content that is too new (a documéine ilatest, just-released
Microsoft Word format, for example), and content that is platform-speare problems that oc-
cur in today's WWW. It is easy to see that current les may be undecgdblerin a not-too-distant
future. Even the PDF format can be unviewable by a PDF reader if thebAtDistiller product
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and the viewer are several versions apart. For such “portable’ngents the solution is usually
as simple as updating the viewer software, but for other le types it candmplicated process
without guarantee of success. How can this be mitigated, particularly for tteahmay lie unused
and therefore not migrated as our systems advance, or which undgnjoant implementation
changes as time goes by? Images are a good example of the variationsitbateaeven today.
The ability to decipher JPEG and PNG images depends largely on browskendat features have
been implemented. Figure 55 on the next page shows a Mozilla browsectpiinterpreting a
web resource that consists simply of a JPEG image.

One way to facilitate migration is to provide as much forensic information as pespdrkaged
together with the le content. By encoding that content as a complex objdtimimetadata, we
can create a Dissemination Information Package (DIP) that is an architicneutral representa-
tion of the archive's stored object (AIP), and which may give futusgaration efforts the critical
elements needed to reconstruct the item, whether by emulation or by migratisre$burce-as-
complex object is similar to the “Smart Objects” described in [81], but the mefibroldarvesting
and packaging the object is different.

In Figure 55 on the following page the GetRecord response has retilmaadgb page wrapped
in XML containing metadata about the page, and the page itself is repre¢entedied) as MPEG-
21 DIDL. Response content transcribed from an actual URL is in Agipehon page 160. Other
encodings (METS, for example) could be used - either instead of MPEG-2 addition to it.
More useful metadata extraction could also be applied before the comigjest-page is sent to the
requester. If we take advantage of utilities like Jhove, or extract the lesiipaature of the page
and store that with the object, we would have even more pieces of evidaxi@dtiid be analyzed
in the future, making the object once again accessible. Details of an exarefiecard response
with DIDL metadata format content is in Appendix 2 on page 160.

Various models could be tested for compatibility with this concept: older appesdike Har-
vest [13], and more recent utilities such as RSS [108] and Sitemaps/i#&5jvould like to build on
the efforts of previous researchers [97, 67, 136, 9], especiallyRDAH, while also integrating the
OAIS concept of a DIP (Dissemination Information Package) [20]. ®MH is a very powerful
rei cation tool. Consider Figure 55 on the next page, which shows twedifit HTTP requests for
the same page. A standard HTTP request might be “http://foo.edu/MyFile.htimikhweturns the
usual web page that a user would expect to see. WitboAl enabled, a “preservation crawler”
could instead make this request:

http://foo.edu/modoai/?verb=GetRecord

&identifier=/MyFile.html&metadataPrefix=0ai_didl

Note how the OAI-PMH verbs are encoded in the URL. The server rejpjiesturning a com-
plex object consisting of the resource expressed as MPEG-21 DIibbassociated metadata about
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(A) Resource seen in a Firefox browser window

(B) CRATE response for the picture in (A)

FIG. 55: The view of the resource depends on whether it is accessagl a1 browser (A) or if it
is requested as a CRATE object (B) with its metadata, in which case it is “viemged complex-
object, XML document.
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(A) (B)
FIG. 56: The CRATE model and example CRATE con gurations

the resource, as depicted in Figure 55 on the preceding page.

Of course, these are browser-views of the event, but they illustrateanaept of providing
more comprehensive information to a crawler. In response to a seajtieanbot's request for the
URL, the web server will return an OAI-PMH GetRecord request fot tigect. The result is a
package that is a complete Dissemination Information Package (DIP) egdodithhat URL.

3 BUILDING THE CRATE

An important characteristic shared by the models discussed in Chapter Hgen9is that they
are mostly human-readable, plain ASCII. With the exception of ARC, the nugjetts are also
expressed in XML. Fortunately, most analysis utilities that would be likely ickatels for web server
installation generate their output in ASCII and/or XML. Since resourcadeaonverted to ASCII
using Base64 encoding, this content can also be included in an XML dotur@RATE adopts
this approach, using plain ASCII and XML to express CRATE contentsorceptual view of a
CRATE is shown in 56.
Only 3 elements are de ned for a CRATE:

* Identi er

* Metadata

* Resource
Figure 56 expresses the CRATE complex object as a UML diagram. Fobjantddenti er to
be unique and viable, it must be compatible with the system storing it. Sinceviachépository
characteristics can vary so widely, the CRATE Identi er is generdigdhe crawling repository
rather than by the crawled host. As the AIHT report noted, identi ersodien't [123]. In any case,
most repositories have their own methods for uniquely labelling each ingestedrce. Expecting
the small local web server to create an identi er that is simultaneously unigheampatible across
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all repositories seems unrealistic. Resource disambiguation betweeitggpsshat have crawled
the same sites can be done using the metadata elements of the CRATE.

Metadata is the heart of CRATE. Our goal is to automate the resourcagliestprocess; to
have resources describe themselves in type-appropriate and sutleitil; and to lower the barrier
to preservation by simplifying participation requirements while maximizing resomformation.
Just as content types and versions vary from web site to web site, theenamdb type of utilities
that are practical for installation on any individual web server will alsg.varchival crawls of sites
will therefore produce a widely varying amount of resource informatidms is partly because the
kind of information useful in preserving resources varies with the typigefresource. A color
index is useful in describing a JPEG; a key-word index is useful inrdésg an ASCII text le.

The Resource component of a CRATE can have one or many expresd@ch expression
contains al' YPE element which describes the kind of content (Base64 encoding, text/htm), etc
and aCONTENElement with the byte stream of the original resource. If the original resds
binary (a JPEG, e.g.) then a lossless transformation method is used (Basa@#ing, e.g.). A
Resource component can be expressed in more thai6R& as both text/html and as Base64,
for example, but it is otherwise idempotent. De-transformation of the costenild produce a
duplicate of the original resource. The Metadata component can havar omoreDESCRIPTION
items. A Description item has 4 elements that categorize the source and cofntlegtmetadata
it contains, i.e., metadata about the metadata. A Description element doesestardy have to
hold the resource metadata. It could contain a citation to a remote ultility that thesking crawler
could use to further analyze the resource; or it could point to a locativaliteady contains detailed
information about the resource. The archiving crawler would determimevand whether to access
that information.

Example CRATE con gurations are shown in Figure 56 on the previous pigte that CRATE
objects can be nested both broad and deep. An archiving servicesedhisi structure to associate
time-based variations of an archived resource; to package the fuHrtoot a web site; or to keep
an HTML resource together with its embedded multimedia content.

4 CRATE COMPARED WITH OTHER COMPLEX-OBJECT MODELS

A major difference between CRATE and other complex object models is thafTERes not
have any minimum metadata requirements other than a unique identi er. The nambégype of
metadata elements available can vary greatly from resource to resautldeom site to site. Even
the simple ARC le format calls for a URL record header that speci es thedfsnetadata elds
included.

Ultimately, the primary difference between a CRATE and other complex objesepvation-
oriented models is the metadata component. In a CRATE, all metadata is undifferd. A
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CRATE metadata component is characterized by the four description eleradetls exec,

version and data . Interpretation and categorization of a metadata component and its element
contents is left to the archiving repository. For example, a METS-bagmasitory would categorize
each metadata component into one of the 7 METS types, such as "Adminest@titStructural”.

In the CRATE model, theontextin which the metadata was generated and the exibility to have a
wide variety of metadata content, and to take advantage of leading-edge ytlidesore important

than de ning CRATE-unique categories. This aspect facilitates mappi@R#TE information to

other complex object models including METS and MPEG-21.

5 IMPLEMENTING THE CRATE MODEL

CRATE addresses both the Counting Problem and the Representatidan®rdBertain require-
ments must be met for any implementation, but there is a lot of exibility in methodoldhg key
components regardless of implementation approach are:

(1) List of unique site resources

(2) Access to a site resource listing

(3) Metadata utilities appropriate to site le types

(4) Base64-encoding utility
The rst two components are designed to address the Counting Problersetbad two address
the Representation Problem.

5.1 Implementing the Counting Problem Solution

CRATE requires a site to have a list of all its resources, uniquely itemizdl.if&his case refers to
those resources that are part of the website. Backup les, for exampleor may not be included:;
the website controls its own de nition of “all.” Each resource must be uniquibe list, i.e., no
duplicate URIs. This allows the response to contain the required Unique ID.

The list must beaccessiblebut the means of access can depend on the site. It coudtdm
where the le itself is exposed on the website as a resourcéndirect where a particular GET
request produces some alternative format of the listing as a respan®&A(@MH Listldenti ers
request, for example). The purpose of accessibility to the listing is that g &nes the resource
scope of the site.

5.2 Implementing the Representation Problem Solution

Metadata utilities are required by the CRATE model, but these can be of atly Kive minimum

utility is the Base64-encoding utility, which is the required resource encadiettpod. Sites can
add any number of other utilities that are compatible with the site's operatingisyatehitecture,
and resource types.
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FIG. 57: Conceptual View of CRATE Object and XML Output in the MPEGEAD format.

5.3 Providing CRATE Responses

The CRATE model could be implemented in a number of ways, from adaptingitoate by digital
libraries, to creating custom tools that would package and harvest theces into CRATE objects.
The format of theequestis not speci ed. A server could answer every HTGET /resourceName
request with a CRATE object, or it could de ne a particular string as an atdicthat the client
is asking for the CRATE form of the resourd8ET /resourceName?type=cratar whatever other
method suits the Repository, its service provider, and harvesters. Jjpense itself can be mapped
to any number of complex object formats, provided that the three compaiighisique identi er,
(2) Metadata, and (3) Base64-encoded resource are presentiodivaent format. As an example,
in Figure 57 the CRATE response is contained within the MPEG-21 DID dostifoemat. Note
the relationship of resource and metadata in the CRATE object and its mapp#fgEG-21 DID
elements.
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6 SUMMARY

The CRATE model addresses both the Counting Problem and the RejtaseRroblem. It uses
the Sitemaps protocol as the sole source for enumerating all of a sitelscesoThe recommended
method for creating the Sitemap.xml le is to use the union of resource lists felfrtiawls, logs,
and the le system map, with the scope adjusted as needed for the site. presBeatation Problem
is addressed by incorporating metadata utilities into the webserver, andrapthigse utilities to
each resource as appropriate. Ideally, the metadata utility analysis pommess at time of dissem-
ination. The response is a complex object called a CRATE, written in hunzataipee XML, with
the resource encoded in Base64 as part of the response (by Vawigh @a URI (by Reference). It
can be adapted to meet the complex object document formats of other modeldinig MPEG-21
DID.
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CHAPTER X

MODOAI: AN IMPLEMENTATION OF THE CRATE REFERENCE MODEL

As part of this dissertation's research, a full implementation of the CRATIerRBCe Model was
undertaken. It based on a previous Apache web server module catledAl (“mod_oai.s0”),
which the author completely redesigned to accomodate the CRATE model andiataetdilities.
This chapter begins with a review of the Apache web server: how it fumgtiovhat web server
modules are, and how modules are integrated into Apache functionality.

A brief history ofMmoDOAI follows, with a detailed discussion of modi cations by the author to
enable CRATE implementation and facilitate ongoing development of the software

This chapter also describes the architectureoboaAl itself, how it differs from the original
version, and the processing loop as it occurs within the Apache reliigesycle. The author
then describes a series of experiments implementio@OAI with a variety of metadata utilities
installed on a web server, and evaluates the performance and feasibility ofodel under such an
implementation.

1 BACKGROUND: THE APACHE WEB SERVER

The Apache web server has been the dominant web server platforovéorl0 years [101].
Apache's success can be attributed to many things, including solid seceli#ility, and a modern
plugin-based architecture which easily allows the server to be extendedvidgnew functional-
ity. As an Open Source product, Apache has bene ted from the scrafimnumerable software
engineers, making it an extremely secure and reliable product.

1.1 Web Server Modules

Apache provides a well-de ned method for third parties to extend the st#mw@ugh Apache mod-
ules and the associated Apache Portable Runtime (APR) library. The medaléecture allows
developers to hook directly into the Apache request processing lodpnspect, handle, modify or
generate the response to an HTTP request. The related APR libraigigs avplatform-independent
set of functions which isolate the developer from inconsistencies bettheevarious underlying
operating systems which host the Apache server.

The Apache server runs as a server process, listening for nevectioms from web clients.
When a new request arrives, Apache spawns a new process adl tdepending on the underlying
operating systems capabilities. That process or thread is responsilgerferating a response,



FIG. 58: The Apache Web Server Life Cycle.
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which is often a HTTP 200 status with accompanying HTML content. Once thtebis generated,
the thread or process terminates, and its resources are reclaimed by thspaelre process.
Each time Apache spawns a new process or thread, control is passeghtie request han-
dling loop. The loop has 11 distinct phases, and modules can hook inta atiyobthe phases to
indicate a desire to participate in the processing of that ph@sefigure 59 on the next page).
Conceptually, these phases can be simpli ed into groups accomplishingsks:ta

(1) What is being requested

(2) Is it OK to serve this content to this user
(3) What handler should service this request
(4) Generate the response

(5) Write any logging statements, and cleanup resources.

Depending on their purpose, different Apache modules will need to miolone or more of
the above phases. Since it will be responsible for generating contaénttoming OAI-PMH client
requests, th&oDOAI module registers itself to participate in the content generation phase. Once
registeredMoDOAI will be called for all requested URIs which have been mappeddooAl in
the Apache con guration le.

By convention, there is one canonical URI for theboAl handler, /modoai.

1.2 Platform Independence

Apache modules make heavy use of the Apache Portable Runtime to achideenpladepen-
dence. APR is an independent Apache project started to isolate the ApddrP server from the
differences in the underlying operating systems. Ml®o0AI module makes heavy use of the APR
functions. A few of these key functionsoDOAI relies on to maintain this platform independence
are described here.

apr_array Arrays are used to hold lists of ¢ style void pointers in a platform indepdnmdanner.
In MODOAI, apr_arrays hold two important data structures, the list of plugin reqstdsct
oai_plugin_rec) and the list of resources to be processed for agigelest. Since apr_arrays
do not allow deletion by index number, the pointers are set to NULL to temiporapresent
deleted nodes, and then the apr_array is selectively copied to a nesg, aleay before being
returned to the caller.

apr_table These structures contain lists of key-value pairs. TwDOAI code uses apr_tables
to store two important sets of data: the list of query parameters from theseg&L, and
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FIG. 59: The Apache web server request processing loop.
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the list of parameters associated with a resumption token. For the formergyhellls
are verb, identi er, metadataPre x, from, until, set and resumptionTolsrspeci ed in the
OAI-PMH speci cation. For the latter case, the keys are the tokens ussdv® a clients
state: rstUnseenRecord, metadataPre x, from, until and set. Usingtables for these lists
provides a easy, platform independent data structure for managingthis d

apr_xml_parser The XML Parser function provides platform independent DOM basedimz
TheMoODOAI program uses apr_xml_parser to parse the sitemap.xml le, and walks the DOM
to generate an apr_array of the required resources.

apr_pool Memory management is cleanly handled by the Apache pool mechanism. Altrdyn
cally allocated resources are tied to an Apache apr_pool structursidimpAl, all resources
are tied to the pool with request scope. When servicing of the requesinpleted, all re-
sources which were allocated in that scope are automatically deallocateddmh@ This
frees thewmoDOAI code from tedious memory management tasks, and ensures leak free mem-
ory management.

2 HISTORY OF MODOAI

The originalMoDOAI software was developed by several graduate students at Old Dominien Un
versity between 2000 and 2003. The author took over maintenance obdedase in 2003, and
initially focused on segmenting the code into a more maintainable structure. fheaes refac-
tored from a single le containing all the source code into eightteen sourde des organized by
structural areas.

When taking over existing code, there is a danger of loosing existing funaditip because of
lack of understanding of the more subtle aspects the previous autheralneady solved. To min-
imize the risk of functional regression, the author implemented a basic furtegting framework
written in perl, which allows rapid testing of many testcases to ensure thatefi@gtaring does not
break any existing functionality. This regression testing framework prtwvée critically important
to the work that followed.

With the regression test framework and basic refactorings in place, thergaegan extend-
ing MODOAI to implement the CRATE functionality. First, the plugin architecture was created,
handle the new metadata extraction utilities. This created an unwanted incongistehe code.
The con gurable metadata extraction utilities were handled with the new plugimtecture, while
the built-in metadata extraction utilities (HTTP-HEADER, OAI-DC etc) were theddh the old,
monolithic fashion.

This inconsistency was resolved by refactoring the legacy built-in utilities toteenally de-
ned as plugins. Internally, they differ from the new utilities only in that theg aot de ned in
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the con guration le, and that they do not depend on external utilities.yTdme completely imple-
mented within themoDOAI program itself. This refactoring greatly simpli es the code, allowing
reduction of duplicate functionality.

Next, the code was extended to specify the list of resources in the sitggtheositemap le,
rather than by lesystem traversal at dissemination time. This has two diseém& ts. First, the
webmaster is given very precise control of the resources exposedbgal through the standard-
ized sitemap format, which can be generated using a wide range of thirdtpalsy Previously,
the webmaster depended on the intemaboAI lesystem traversal mechanism to select the ex-
posed resources. Short of manual examination oMteoAl source code or manual sampling of
MODOAI query results, webmasters had no visibility into the exposed resource list.

Second, reading a single sitemap le has better performance than manuabystray the
lesystem to generate the resource list. The traversal happens dnsiégraap generation time,
rather than each timeMODOAI request is serviced.

The next software extension was the excludes con guration direcliis. directive gives web-
masters even more control over resources exposedaizoAl, allowing speci c lists of excluded
resources to be enumerated in the Apache con guration le. These @esltake precedence over
resources listed in the sitemap le.

An important feature of the OAI-PMH speci cation is resumption token suppResumption
tokens are issued by the server, and provide a mechanism for clientséweeeesources in chunks,
rather than in one large transaction. This allows a client to not have to edissientire request in
the case of network errors, and can allow a server to throttle clients basadrent load.

The originalMmoDOAI implementation lacked centralized resumption token support. Each OAI-
PMH verb independently implemented resumption token support. Althougtidaag this made
resumption token support dif cult to test and to maintain.

The above refactoring allowed the author to rework resumption tokenostupResumption
token support is now centralized. Immediately after parsing the sitemap Idjsthef resource
is pruned based on the modoai_max_response_items con guration paraifiete happens in a
single code location, prior to executing the OAI-PMH verb handling routines

The other resumption token con guration parameter, modoai_max_respsine, speci es the
maximum number of characters to issue in the response prior to triggerisgrapéon token. This
cannot be determined until the verb handlers generate the responséeamty handle this, each
verb handler calls the check _resumption_size() function after eachbresis processed, allowing
centralized logic for the size parameter. If the size threshold has beeaded, this function returns
a resumption token, and no further resources are processed byriheavller.



129

3 THE DESIGN & STRUCTURE OF MODOAI

ThemoDOAI module is written in ANSI C, with external dependencies on the Apache HEMRIS
and the Apache Portable Runtime.

The dependencies to APR are resolved through the APache eXtenis) faol. apxs is
compiled with and distributed as a part of the Apache HTTP server. Itsegknowledge about
the compile time settings and le system paths used by the Apache HTTP sEorezxample, to
resolve the location of the installed Apache HTTP include les,M@m oAl Make le queries apxs
(indirectly) using the following command line:

> apxs -q INCLUDEDIR
{usr/include/apache2

Structurally, thewvoDOAI codebase is segregated into 18 ANSI C les, with 18 corresponding
header les publishing the public interfacess@poAl functions?

error.c Contains code for generating OAI-PMH error responses.

grammar.c Contains code for checking the grammar of incoming request. This enthaks
MODOAI does not attempt to handle any incoming request which does not conforatido
OAI-PMH grammar.

mod_oai.c This is the main entry point for allODOAI interaction with the Apache HTTP server.
It contains the callbacks Apache calls when parsing the httpd.conf le, mfpwoDOAI to
con gure itself. It contains the hook8ODOAI uses to register itself with the running Apache
HTTP process. It also contains the main callback Apache calls to allomoAl to handle
the incoming requests during the content generation phase of the request.

response.cContains helper routines used by the six verb handling routines.
string_util.c Contains helper routines for manipulating strings.

OAI-PMH Verbs code: Contains code for handling each of the six OAI-PMH verbs. This includes
both the logic for handling the request and the code for generating thé®W XML output.

vGetRecord.c vListSets.c vListMetadataFormats.c

videntify.c vListRecords.c vListldenti ers.c]

xml.c Contains code for generating XML snippets which are common to more thaof time verb
handlers.

LAl modoai responses are HTTP response code 200 becausetinyaeesponse from modoai as opposed to failing
atthe HTTP level.
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xml_parse.c Contains XML parsing routines for reading the sitemap.xml le. These rostine
ternally use the apr_xml_parser utilities provided by the APR framework.

execExternal.c Contains code to spawn new processes to run the plugin utilities speci ed in the
httpd.conf le.

handler.c Contains helper code used by the maimDOAI Apache request handling utility.
plugin.c Contains code for con guring and executing external plugin utilities.
resumption.c Contains code for parsing and generating OAI-PMH resumption tokens.

timefunc.c Date and time formatting utilities.

3.1 Module Con guration

The lifetime of an Apache HTTP server is depicted in Figure 59 on page A&artup, Apache
parses the con g le for all de ned servers, which may include one omrenvirtual servers. For
each server, Apache executes all per-server-con g callbacksteeed by any con gured Apache
modules. Next, for each directory speci ed in the httpd.conf le, Apackecaites all per-directory-
con g callbacks registered by any con gured Apache modules. At thistp Apache is fully oper-
ational and begins accepting requests. For each request havirigtanegjhandler module, Apache
calls the registered handler callback. RapDOALI, this ismodoai2_method_handler() . Fi-
nally, Apache shuts down and frees all resources.

The moboal module—3 hooks into the Apache life cycle: per-server-con g, pezaiory-
con g and a request handler. During the per-server-con g pssiey,MODOAI parses the con g-
uration le for any modoai_plugin lines, and persistently con gures them thenApache process
space. See lines 11-21 of Appendix D— 1 on page 178. At startup, trim@anly reads the
les for correct syntax, but does not actually verify that the utilities arespnt or executable. Such
checks are more appropriate at request time, as any utilities may changebedtartup and the
time they are called. During the per-directory con g processingpoAl parses and con gures all
features not related to theoDoAI plugins. The third callback registered with the Apache HTTP
runtime is the content handler, modoai2_method_handler(). This is the fu#gi@che calls when
a request arrives which Apache is con gured to pass and@oAI.

3.2 Request Handling

Apache executes theoDOAI callback modoai2_method_handler() when an OAI-PMH request ar-
rives. Figure 60 on the following page depicts the internal processomoAl follows to handle
the request. Th®oDOAI module handles the response in seven stages.
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FIG. 60: ThemoDOAI processing loop.
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Stage 1:First, MODOAI parses the arguments. It ensures the request is a GET requess, parse
the query string, and does all appropriate unescaping of HTTP senditaracters.

Stage 2: Next, MODOAI performs grammar checks. Grammar checks scan the request argu-
ments to ensure the conform to OAI-PMH syntax. For example, if a verboiqed, it must be
one of Identify, GetRecord, ListRecords, Listldenti ers, ListSets otMistadataFormats. If any
grammatical errors are found, an error page is issued, and no fpribe@ssing occurs.

Stage 3: The next stage is to check argument validity. This is related to, but distioat fr
grammar checking. This stage checks the request to ensure it is logicafigrprFor example,
a resumption token can only be presented with ListRecords, ListSets andeniter verbs. To
present a request with a resumption token and an Identify verb is not VdiEIMoboAI module
will issue an error page and stop further processing.

All OAI-PMH requests except Identify and ListMetadataFormats operater@ or more re-
sources. The fourth, fth and sixth stage of processing deal exalysivith constructing a list of
resources which will be included in the response to the request.

Stage 4:Generate Resource List, reads the sitemap le and generates a list of sdktheces
contained in the le.

Stage 5:Prune Resource List, takes the list generated in stage four and retiucsize based
on the following constraints: Any resources which are not on the lesyshee removed Any
resources which are excluded by a from, until, or set in the query anevexd Any resources
covered by an modoai_exclude statement in the httpd.conf le are removed.

Stage 6:Reduce Resource List, is only executed if there is a resumption token iddiudlee
incoming request. If so, any resources which have previously begraseexcluded. If there are
more resources remaining than speci ed in the modoai_max_request_siragiar, then those are
removed. This leaves a resource list consisting of just the resourgels sitould be handled in this
request, and possibly an outgoing resumption token which should bedgapémthe end of this
request.

Stage 7. The nal stage is to actually process the request. For each resownpeit XML is
generated, and a running total of the number of characters generaleed tH after processing
a resource, the total is compared with the con guration parameter modoai rexmonse_size. If
the parameter has been exceeded, then no further resources@ssprb The XML response is
completed, and a new resumption token is issued.
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4 CUSTOMIZING MODOAI

TheMODOAI program can be extended to take advantage of additional metadata erttaitities
through the use of plugins. Plugins are con gured in the httpdcd®fthrough the modoai_plugin
directive. The plugin can be any program which can be executed frenadmmand line. The
con guration directive, an example of which is below, takes four argusen

modoai_plugin zipinfo “/usr/bin/zipinfo %s”

“lusr/bin/zipinfo -version” *[ZIp

The rst argument is a label which is used to identify the plugin within the ou¥it le.
The second argument is a command line to execute to generate the plugin ditpudommand
line is parsed for the string %s, which is replaced with the name of the lesygtsim to the
resource being examined. The third argument also a command line progexectae, but is used
to provide a version of the utility. For programs which do not have a built isiga command, a
simple /usr/bin/echo can be provided to give an appropriate version comflaachal argument is
a regex pattern which is compared against the MIME-type of the restudstermine if this plugin
applies to the resource. For example, the exiftool utility examines metadatagifat ghotography
les. It would not be appropriate to run this against a le with a MIME-typg&text/html. For
exiftool, a con guration could be created which only matches image/*, whiolldvmatch both
image/jpeg and image/raw.

In some cases, wrapper scripts are needed to allow utilities to conform tbdkie eonvention.
One such example is the Jhove utility. The Jhove command line requires acgian of the
Jhove module to use for metadata extraction. For example, when procgssieg, the GIF-hul
processor is used, while the PDF-hul processor is speci ed on the cochling for PDF les.

To allow multiple command lines be called based on the MIME type of the le beingqubis,
the author wrote a simple perl wrapper which constructs the appropriate dommand line based
on the MIME type of the resource being examined. For jpeg resourcege js called asjhove
-m JPEG-hul %s while for GIF les Jhove is invoked aghove -m GIF %s . To use Jhove
for only JPEG images, theoDOAI con guration line should appear as:
modoai_plugin jhove "“/opt/jhove/procJhove.pl %s" "/opt/ jhovel/jhove

"oy

-c /opt/jhove/conf/jhove.conf -h xml -v* "image/jpeg"
The MoDoOAI plugin architecture is designed to make it easy to add additional metadatatiertrac

utilities, including other Jhove lines to have one for each type of hul psocetesired.

2Some versions of Apache use a single httpd.conf le. Others use ainatitn of les, of which modoai.conf would
be one.
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5 CRATE DEPLOYED IN MODOAI

Using MODOAI to implement the CRATE model accelerates and simpli es the process of produc
ing preservation-ready web resources. Because it installs and igwe@d using methods familiar
to most webmasters, it does not impose signi cant additional workload. pfineary tool which
enables CRATE is just another in a long list of Apache web server modutesdAl) setup by the
webmaster at site initialization. The plugin architecture is simple to customize via titastiecon-
guration les, and a variety of useful utilities (like “ le” and Base64 endimg) are likely to have
been pre-installed. Many other utilities can be added, and the syntax fosime is straightfor-
ward. Another advantage in usingpDOAI is that webmasters are familiar with their local resource
types and can select plugin metadata extractors that are appropriate i@ thehe feasibility of
such an implementation was demonstrated in a series of experiments whickaibetbin the next
section.

6 SUMMARY

The MODOAI software is an Apache web server module written in ANSI C which implements the
OAI-PMH protocol. The module is compiled into a shared library, and registeelf with the
Apache server as a participant in the content generation stage of &paglhest processing. Once
registered, all incoming requests to mapped URLS calMbeoAl handler to generate content for
the OAI-PMH request. Th&oDOAI code performs input validation, delegates security checks to
the Apache subrequest framework, spawns processes for aljomd plugins, and generates the
response XML for the client's request. The reworkexboAl module now treats built-in metadata
extraction utilities in the same manner as webmaster-de ned metadata extractiorsuslitiplify-

ing code maintenance. The author has refactored the original codextarded it to implement
an extensible plugin architecture. New metadata utilities can be added by welsniasugh con-
guration in the standard Apache httpd.conf con guration le. Code esgions are avoided by
execution of a new functional test suite prior to all code commits.
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CHAPTER XI

CONCLUSIONS

It is impossible to determine unequivocally what we will need to know in daler
manage digital preservation in the future, so our set of metadata elemecgéssarily
re ects assumptions about our future requirements.

Colin Webb [147]

1 CONTRIBUTIONS

This dissertation presents signi cant theoretical and software contrilmito digital preservation,
particularly to the preservation of everyday websites. These contrilsutédininto two main cate-
gories, theoretical contributions and software contributions.

1.1 Theoretical Contributions

The CRATE model presented in this dissertation is based on the idea thidy tpyed” preservation
is a realistic, achievable and worthwhile goal. Just as “Pretty Good RtiVBGP) sought to de-
mocratize cryptography [152, 151], the CRATE model seeks to demoewditi#tal preservation by
placing it in the hands of everyday webmasters, available on web samwemhere. The theoretical
contributions made by this dissertation are:

1) Preservation functions are integrated directly into the web server sarthaesource provided
by the server can be packaged with preservation metadata.

2) Rather than relying on a formalized relationship between the webmasténeuadchivist, this
dissertation introduces a model of preservation that is available to ewerybat is, it democra-
tizes preservation tasks by letting any web server |l the role of building tAéSOnformation
package.

3) This dissertation introducesdata-centricapproach to preservation metadata. It moves away
from the traditional model of strict validation at ingestionbest-effortmetadata at dissemina-
tion.

4) Metadata is moved from an ontology-dependent structure to a modet whe metadata is
undifferentiated

5) This dissertation de nes and describes the CRATE Model which gpeska resource and its
preservation information together a€amplex ObjecA CRATE consists of 3 elements: (i) A
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UID, (ii) Metadata, and (iii) Resource encoded in Base64. The Modmigs that all CRATE
content must be in plain text, considered the lowest-common-denominatatiegashich is
likely to survive over the long-term. The CRATE Schema is also presenteldexamples of a
CRATE implementation are provided.

6) As part of the CRATE investigations, this dissertation also documents thevioe of web
crawlers. It details patterns that appear to be dependent on websitetehistics, and docu-
ments the impact of website structure on web crawler behavior.

1.2 Software Contributions

The theory proposed by this dissertation, i.e., that preservation funci#onise integrated into the
web server, has an applied component. This dissertation presents tlk@omsn implementation

of web server functionality integrated into the web server. A number divaoé contributions are
made in this dissertation:

1. A completely revised implementation of OAI-PMH was developed to implementRATE
Model. Based on an earlier prototype, the versiomoDOAI presented in this dissertation
has been redesigned to conform with the Apache API.

2. The dissertation introduces axrtensiblearchitecture to th&moboal module which enables
a variety of metadata utilities to serve as “plugins”. Each plugin can be appliegdoorces
individually utilizing a well-understood, Regular-Expressions orientewention in the web
server con guration le.

3. MODOAI provides a foundation for additional preservation functionality to be iategrinto
the web server.

4. A suite of functional-unit tests were developed together with a test webhitéh can be
used to con rm proper installation and operation of the software withdatthg other sites
hosted by the server.

5. Formal software engineering processes were introduced, anddjeetpvas moved into a
version control repository, Subversion, which is the versioning cobstrstem used by the
Apache Software Foundation.

6. The software is multi-platform compatible. As an Apache 2.x built-in modulepoAl
inherits the advantages of the Apache web server. Native Apache caés tivea software

portable to more than one platform, eliminating the need to maintain multiple development

branches. Regardless of the target installation's operating system, medalbandled in a
consistent, well-understood manner; the source code does not nggd in® the speci cs
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of the target platform. In addition, issues like memory management (importatitréeaded
applications like Apache) are handled by the web server rather than thdenod

. Version 1.0 oivoDOAI has been released to the public under a GPL-2 license and is avail-

able through Google Codétfp://code.google.com/modoai ) and at thewoDOAI
website fttp://www.modoai.org/ ).

2 FUTURE WORK

This dissertation presents a number of accomplishments with regard to intggpagiservation

functionality into the web server. More remains to be done, both in the realhe &@RATE Model

and in software engineering.

2.1

1.

2.2

1.

General Investigations

The CRATE Model describes an XML document output in plain ASCH.\N'F-8 becomes
the character-encoding of choice in the international community, the us€fefBunstead of
ASCII should be investigated. Since UTF-8 is backward-compatible withlA&@-ansition
will not adversely affect earlier installations where ASCIl was employed multi-character-
set compatibility, the Unicode standard and its most prevalent implementatior8|sHeuld
be considered as the future basis for CRATE objects. Other encodinygsetame prevalent
or prove useful.

. OAI-ORE resource maps should be investigated for CRATE compatibility.

. There are other non-HTTP protocols that could participate in prasenvsuch as the RSS

and ATOM syndication formats.

Web Server-Related Investigations

One feature of HTTP is the “"Accept-Encoding” eld. A CRATE-speziencoding could be
developed which would indicate to the server that the client is requestingetipenise to
consist of the resource in CRATE Model format.

. Although testing has been performed in a commercial web test envirorfoméimer investiga-

tions using live websites would be helpful for parameterizing the perfocmahthe CRATE
Model and for producing installation guidelines and caveats.

. In addition to general website testing, investigations into the impact on virasting envi-

ronments (many webs, 1 machine) may provide further insights into feasibitisufth sites
and recommendations for improving performance.
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4. Most metadata utilities that were available for use during this researehne¢developed
with this implementation in mind. Further investigations into optimization of metadata utili-
ties would be helpful if web servers are to process resources feeaion metadata.

5. The Model should be implemented in other web server environments @dit=lIS for
example) to see if it is practical for these servers.

6. Proliferation is an important component of success for this Model. Thie svers that use
it, the more likely it is to succeed. Efforts should be put into assisting adoptitreanodel
at as many sites as possible.

2.3 Further MODOAI Development

1. The Apache API has certain limitations that impact the ability of modules to sdgasamic
content. Use of undocumented features can produce problems in fetsiens of Apache,
so the current release mODOAI limits itself to elements for which it is the registered handler.
As a result, it cannot do speculative evaluation of, for example, dynaomtent for which
the registered handler is the content-generating module. Alternate soluicthésfproblem
should be investigated.

2. Abasic set of metadata utilities that are useful, practical, and ef cientldibe collected and
provided as an optional part ofMODOAI installation, together with a set of recommendations
regarding their applicability by MIME type.

3. Open Source projects succeed by virtue of the engineering communities ¢rbuilt around
them. Encouraging development and extension by other programmers wil M@koAI
more viable as a software solution for preservation functions in the webrser

3 INTEGRATING PRESERVATION FUNCTIONS INTO THE WEB SERVER

If not for the Internet Archive's efforts to store periodic snapstudthe web, many websites would
not have any preservation prospects at all. The barrier to entry is thddigveryday web sites,
which may have skilled webmasters managing them, but which lack skilled estshio preserve
them. Digital preservation is not easy. One problem is the complexity of s models, which
have speci ¢ metadata and structural requirements. Another problemftigrtbend effort it takes
to properly prepare digital resources for preservation in the choseelmod

This dissertation presents a novel idea: that the web server whichgaedund delivers re-
sources can also provide preservation metadata for them. Experiments imfgdras part of this
research show that such functionaligin be incorporated at the web server, and that third-party
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metadata utilitiesanfunction within that environment to produce a highly-descriptive complex ob
ject consisting of the resource packagdgth its metadata: an object called a CRATE. The CRATE
Model does not require insight into preservation technologies by thenaster nor the client, and
as such it moves preservation from the hands of specialists into the re#he cdsual user.

The target for this model is the everyday, personal or community websikeendlong-term
preservation strategy does not yet exist, but the approach could alsffdrtively applied to
semi-formal collections like college course websites or departmental le mgst@vebsites would
bene t from the democratization of preservation functionality in this netrdypsparent, server-

implemented solution. The CRATE Model is the key enabling technology in makisgrénsfor-
mation possible.
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APPENDIX A

CRATE XML SCHEMA DOCUMENTS

1 THE SIMPLE CRATE SCHEMA: CRATE.XSD
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<?xml version="1.0"?>

<xsd:annotation>

<xsd:documentation>
This is a schema to represent the CRATE model.
Schema author: Joan A. Smith

</xsd:documentation>

</xsd:annotation>

<xsd:schema xmins:xsd="http://www.w3.0rg/2001/XMLSch
xmins="http://www.cratemodel.org/xmIns/"
elementFormDefault="qualified">

<xsd:element name="Crate" minOccurs="1" maxOccurs="unb

<xsd:complexType>

<xsd:sequence>

<xsd:element name="ResourcelD" type="xsd:string"/>

<xsd:element name="MetadataUtility"

type="MetadataUtilityType"
minOccurs="1" maxOccurs="unbounded"/>

<xsd:element name="Resource"
type="ResourceType" minOccurs="1">

</xsd:sequence>

</xsd:complexType>

</xsd:element>

<xsd:complexType name="MetadataUtilityType">

<xsd:sequence>

<xsd:element name="Name" type="xsd:string"
minOccurs="1" maxOccurs="1"/>

<xsd:element name="Exec" type="xsd:string"
minOccurs="0" maxOccurs="1"/>

<xsd:element name="Version" type="xsd:string"
minOccurs="1" maxOccurs="1"/>

<xsd:element name="MimeSet" type="xsd:string"
minOccurs="0" maxOccurs="1"/>

<xsd:element name="ExecTimeStamp" type="xsd:timelnsta
minOccurs="0"/>

<xsd:element name="ResourceMetadata" type="xsd:string
minOccurs="0" maxOccurs="1"/>

<xsd:any namespace="http://www.cratemodel.org/xmins/
minOccurs="0"/>

</xsd:sequence>

</xsd:complexType>

<xsd:complexType name="ResourceType">

<xsd:sequence>

<xsd:element name="Base64Encoded"” minOccurs="0"/>

<xsd:element name="ByReferenceURI" minOccurs="0"/>
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<xsd:element name="Other" minOccurs="0">
<xsd:complexType>
<xsd:sequence>
<any minOccurs="0"
maxOccurs="unbounded"
processContents="lax"/>
</xsd:sequence>
</xsd:complexType>
</xsd:element>
</xsd:sequence>
</xsd:schema>
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2 CRATE LANL DIDL SCHEMA: OAICRATE.XSD
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<?xml version="1.0"?>

<xsd:annotation>

<xsd:documentation>
This is a schema to extend the oai_didl
content created by mod_oai with CRATE
model plugin information.
Schema author: Joan A. Smith,

Old Dominion University

</xsd:documentation>

</xsd:annotation>

<xsd:schema xmlns:xsd="http://www.w3.0rg/2001/XMLSch
xmlns="http://www.modoai.org/xmins/"
elementFormDefault="qualified">

<xsd:element name="CrateUltilities"
minOccurs="1" maxOccurs="unbounded">

<xsd:complexType>

<xsd:element name="Plugin" type="PluginType"
minOccurs="1" maxOccurs="unbounded"/>

</xsd:complexType>

</xsd:element>

<xsd:complexType name="PluginType">

<xsd:sequence>

<xsd:element name="Name" type="xsd:string"
minOccurs="1" maxOccurs="1"/>

<xsd:element name="Exec" type="xsd:string"
minOccurs="0" maxOccurs="1"/>

<xsd:element name="Version" type="xsd:string"
minOccurs="1" maxOccurs="1"/>

<xsd:element name="MimeSet" type="xsd:string"
minOccurs="0" maxOccurs="1"/>

<xsd:any namespace="http://www.modoai.org/xmins/"
minOccurs="0" maxOccurs="unbounded"/>

</xsd:sequence>

</xsd:complexType>

</xsd:schema>
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APPENDIX B

EXAMPLE CRATE RESPONSES

1 CRATE PLUGINS IN THE IDENTIFY RESPONSE

156

WhenMODOAI has been installed together with metadata utility plugins, the plugins are listed in
the response to the OAI-PMH Identify verb (line numbers 54 —174). Thgirmp description also
speci es the rules, i.e., which resources will be processed by the plugimp@re line 62 (applies

to any text-based resource) and 166 (applies only to Zip-type les) in dusan, for example, with
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26

line 83 which applies to every resource.

REQUEST: http://www.foo.edu:8080/modoai?verb=ldentify

RESPONSE:

<?xml version="1.0" encoding="UTF-8"?>

<OAI-PMH xmlns="http://www.openarchives.org/OAl/2.0/
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc
xsi:schemal.ocation="http://www.openarchives.org/OAl
http://www.openarchives.org/OAIl/2.0/OAI-PMH.xsd">

<responseDate>2008-05-15T00:04:08Z</responseDate>

<request verb="ldentify">
http://www.foo.edu:8080/modoai</request>

<ldentify>

<repositoryName=>http://www.foo.edu:8080</repository

<baseURL>http://www.foo.edu:8080/modoai</baseURL>

<protocolVersion>2.0</protocolVersion>

<adminEmail>jsmit@cs.odu.edu</adminEmail>

<earliestDatestamp>1900-01-01T12:00:00Z</earliestDa

<deletedRecord>no</deletedRecord>

<granularity>YYYY-MM-DDThh:mm:ssZ</granularity>

<description>

<friends
xmlns="http://www.openarchives.org/OAIl/2.0/friends/
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation=

"http://lwww.openarchives.org/OAI/2.0/friends/

http://www.openarchives.org/OAI/2.0/friends.xsd">

</friends>

</description>

<description>

<gateway
xmlns="http://www.openarchives.org/OAl/2.0/gateway/
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation=

2.0/

Name>

testamp>
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48
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"http://www.openarchives.org/OAl/2.0/gateway/

http://www.openarchives.org/OAl/2.0/gateway.xsd">
<source>http://www.foo.edu:8080</source>
<gatewayDescription>

http://www.modoai.org/gateway.html

</gatewayDescription>
<gatewayAdmin>mail@joanasmith.com</gatewayAdmin>
</gateway>
</description>
<description>

<modoai
xmIns:modoai="http://www.modoai.org/OAl/2.0/modoai/ "
xmlins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc e"

xsi:schemalocation=
"http://www.modoai.org/OAI/2.0/modoai/modoai.xsd">
<modoai:version>0.7.1</modoai:version>
<modoai:server>
Apache/2.2.4 (Ubuntu)
PHP/5.2.3-1ubuntu6.3
</modoai:server>
</modoai>
</description>
<description>
<cratePlugins
xmlns="http://cratemodel.org/OAl/2.0/cratePlugins/"
xmins:crateplugin="http://www.modoai.org/OAl/2.0/mo doai/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc e"
xsi:schemalocation=
"http://cratemodel.org/OAIl/2.0/cratePlugins/
http://cratemodel.org/OAl/2.0/cratePlugins.xsd">
<crateplugin>
<crateplugin:name>wc</crateplugin:name>
<crateplugin:exec>/usr/bin/wc</crateplugin:exec>
<crateplugin:version>
<I[CDATA[wc (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Paul Rubin and David MacKenzie.]]>
</crateplugin:version>
<crateplugin:mimeSet>text/ * </crateplugin:mimeSet>
</crateplugin>
<crateplugin>
<crateplugin:name>file</crateplugin:name>
<crateplugin:exec>/usr/bin/file</crateplugin:exec>
<crateplugin:version>
<I[CDATA[file-4.21 magic file from
letc/magic:/usr/share/file/magic]]>
</crateplugin:version>
<crateplugin:mimeSet> * [ » </crateplugin:mimeSet>
</crateplugin>
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<crateplugin>
<crateplugin:name>md5sum</crateplugin:name>
<crateplugin:exec>/usr/bin/md5sum</crateplugin:exec >
<crateplugin:version>
<I[CDATA[md5sum (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller,
and David Madore.]]>
</crateplugin:version>
<crateplugin:mimeSet>application/ * </crateplugin:mimeSet>
</crateplugin>
<crateplugin>
<crateplugin:name>shalsum</crateplugin:name>
<crateplugin:exec>/usr/bin/shalsum</crateplugin:exe c>
<crateplugin:version>
<I[CDATA[shalsum (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller,
and David Madore.]]>
</crateplugin:version>
<crateplugin:mimeSet>image/ * </crateplugin:mimeSet>
</crateplugin>
<crateplugin>
<crateplugin:name>sha224sum</crateplugin:name>
<crateplugin:exec>/usr/bin/sha224sum</crateplugin:e xec>
<crateplugin:version>
<I[CDATA[sha224sum (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller,
and David Madore.]]>
</crateplugin:version>
<crateplugin:mimeSet>image/png</crateplugin:mimeSet >
</crateplugin>
<crateplugin>
<crateplugin:name>sha384sum</crateplugin:name>
<crateplugin:exec>/usr/bin/sha384sum</crateplugin:e xec>
<crateplugin:version>
<I[CDATA[sha384sum (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
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This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller,
and David Madore.]]>
</crateplugin:version>
<crateplugin:mimeSet>image/jpeg</crateplugin:mimeSe
</crateplugin>
<crateplugin>
<crateplugin:name>sha256sum</crateplugin:name>
<crateplugin:exec>/usr/bin/sha256sum</crateplugin:e
<crateplugin:version>
<!/[CDATA[sha256sum (GNU coreutils) 5.97
Copyright (C) 2006 Free Software Foundation, Inc.
This is free software.
You may redistribute copies of it under the terms of
the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.
There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller,
and David Madore.]]>
</crateplugin:version>
<crateplugin:mimeSet>application/pdf</crateplugin:m
</crateplugin>
<crateplugin>
<crateplugin:name>zipinfo</crateplugin:name>
<crateplugin:exec>/usr/bin/zipinfo</crateplugin:exe
<crateplugin:version>
<!/[CDATA[ZipInfo 2.42 of 28 February 2005,
by Greg Roelofs and the Info-ZIP group.]]>
</crateplugin:version>
<crateplugin:mimeSet> * [zip</crateplugin:mimeSet>
</crateplugin>
</cratePlugins>
</description>
</ldentify>
</OAI-PMH>
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2 CRATE PLUGINS IN THE GET RECORD RESPONSE

Plugins are applied to each resource based on criteria speci ed in thgucation le, modoai.conf
In the example below, thevord count(wc) utility is not applied because the resource is a JPEG
image. Cf. lines 46 — 59 in Appendix B— 1 on page 156 where the rules foplingin are de ned.
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REQUEST:

http://www.foo.edu:8080/modoai?verb=GetRecord
&metadataPrefix=oai_crate
&identifier=http://www.foo.edu/modoaitest/crate.jpe

RESPONSE:

<?xml version="1.0" encoding="UTF-8"?>

<OAI-PMH xmlns="http://www.openarchives.org/OAl/2.0/
xmins:xsi="http://ww.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation="http://www.openarchives.org/OAl
http://www.openarchives.org/OAI/2.0/OAI-PMH.xsd">
<responseDate>2008-05-15T15:32:50Z</responseDate>
<request verb="GetRecord"
identifier="http://www.foo.edu/modoaitest/crate.jpe
metadataPrefix="oai_crate">http://www.foo.edu:8080/
<GetRecord>

<record>

<header>
<identifier>http://www.foo.edu/modoaitest/crate.jpe
<datestamp>2000-02-28T17:00:00Z</datestamp>
<setSpec>mime:image:jpeg</setSpec>

</header>

<metadata>

<didl:DIDL xmins:didl="urn:mpeg:mpeg21:2002:02-DIDL-
xmlns:xsi="http://ww.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation="urn:mpeg:mpeg21:2002:02-DIDL-NS
http://purl.lanl.gov/STB-RL/schemas/2004-11/DIDL.xs
<didl:Item>

<didl:Descriptor>

<didl:Statement mimeType="application/xml; charset=ut
<dii:ldentifier xmins:dii="urn:mpeg:mpeg21:2002:01-D
xmins:xsi="http://mww.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation="urn:mpeg:mpeg21:2002:01-DII-NS
http://purl.lanl.gov/STB-RL/schemas/2003-09/Dll.xsd
http://ww.foo.edu/modoaitest/crate.jpeg</dii:ldent
</didl:Statement>

</didl:Descriptor>

<didl:Descriptor>

<didl:Statement mimeType="application/xml; charset=ut
<http:header xmins:http="http://www.modoai.org/OAl/2

e
2.0/

g
modoai/</request>

g</identifier>

NS"

e

d">

f-8">
[I-NS"

e

",
ifier>

f-8">
.0/http_header/"

xmins:xsi="http://ww.w3.0rg/2001/XMLSchema-instanc e"
xsi:schemalocation="http://www.modoai.org/OAl/2.0/h ttp_header/
http://purl.lanl.gov/STB-RL/schemas/2004-08/HTTP-HE ADER.xsd">

<http:Content-Length>19339</http:Content-Length>
<http:Server>Apache/2.2.4 (Ubuntu) PHP/5.2.3-1ubuntu6
<http:Content-Type>image/jpeg</http:Content-Type>

<http:Last-Modified>Mon, 28 Feb 2000 17:00:00 GMT</http:

.3</http:Server>

Last-Modified>
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43
a4
45
46
a7
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95

<http:Date>Thu, 15 May 2008 15:32:50 GMT</http:Date>
<http:Via>1.1 SRVWINISA003</http:Via><http:User-Agen
(compatible; MSIE 5.5; Windows 98)</http:User-Agent>
<http:Host>www.foo.edu:8080</http:Host>
<http:Te>deflate,gzip;q=0.3</http: Te>
<http:X-Forwarded-For>70.161.101.174</http:X-Forwar
<http:Accept>image/qgif, image/x-xbitmap,

image/jpeg, image/pjpeg, application/vnd.ms-excel,
application/msword, application/vnd.ms-powerpoint,

* [ + </http:Accept>
<http:Connection>Keep-Alive</http:Connection></http
</didl:Statement>

</didl:Descriptor>

<oai_crate:crateplugin

xmins:oai_crate= http://modoai.org/OAl/2.0/oai_crat
xmins:crateplugin="http://modoai.org/OAIl/2.0/cratep
xmins:xsi="http://mww.w3.0rg/2001/XMLSchema-instanc
xsi:schemalocation="http://modoai.org/OAl/2.0/oai_c
<crateplugin>

<crateplugin:name>file</crateplugin:name>
<crateplugin:version>

<I[CDATA[file-4.21 magic file from /etc/magic:/usr/shar
11>

</crateplugin:version>

<crateplugin:content>

<I[CDATA][

Ivarlwww/modoaitest/crate.jpeg:

JPEG image data, JFIF standard 1.01

11>

</crateplugin:content>

</crateplugin>

<crateplugin>
<crateplugin:name>shalsum</crateplugin:name>
<crateplugin:version>

<I[CDATA[shalsum (GNU coreutils) 5.97

Copyright (C) 2006 Free Software Foundation, Inc.
This is free software. You may redistribute copies of it unde
terms of the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.

There is NO WARRANTY, to the extent permitted by law.
Written by Ulrich Drepper, Scott Miller, and David Madore.
11>

</crateplugin:version>

<crateplugin:content>
<I[CDATA[7b15663fbfb3bc174c5883d2b57facbe91465bch
Ivarlwww/modoaitest/crate.jpeg

11>

</crateplugin:content>

</crateplugin>

<crateplugin>
<crateplugin:name>sha384sum</crateplugin:name>
<crateplugin:version>

<!/[CDATA[sha384sum (GNU coreutils) 5.97

Copyright (C) 2006 Free Software Foundation, Inc.

t>Mozilla/4.0

ded-For>

:header>

e/
lugin
e
rate/crate.xsi" >

effile/magic

r the
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97

98

99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123

This is free software. You may redistribute copies of it unde r the
terms of the GNU General Public License
<http://www.gnu.org/licenses/gpl.html>.

There is NO WARRANTY, to the extent permitted by law.

Written by Ulrich Drepper, Scott Miller, and David Madore.

11>

</crateplugin:version>

<crateplugin:content>
<I[CDATA[709f27aa6832e044fb7edaab2abd0fec00ch478ddd eh68674
4369c6bbd1bbblaa2052ecdf58a73b1945dd69150583bb6
/var/lwww/modoaitest/crate.jpeg

11>

</crateplugin:content>

</crateplugin>

</oai_crate:crateplugin>

<didl:Component>

<didl:Resource mimeType="image/jpeg"
encoding="base64">/9j/AAAQSkZIJRgBDAAE.....IWzr9e3+1 P/2Q==
</didl:Resource>

<didl:Resource mimeType="image/jpeg"
ref="http://www.foo.edu/modoaitest/crate.jpeg"/>

</didl:Component>

</didl:Item>

</didl:DIDL>

</metadata>

</record>

</GetRecord>

</OAI-PMH>
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3 OAI-PMH LIST IDENTIFIERS RESPONSE

The presence of CRATE plugins imoboAI does not affect the response to an OAI-PMH List Iden-
ti ers request. This response essentially rewrites the contents of the sitenia@AI-PMH XML
form rather than in the sitemap protocol format. Cf. Appendix E on pagdd@®ore details on
sitemap les.

REQUEST:
http://www.foo.edu:8080/modoai?verb=Listldentifiers
RESPONSE:

<?xml version="1.0" encoding="UTF-8"?>
<OAI-PMH xmlns="http://www.openarchives.org/OAl/2.0/
xmins:xsi="http://ww.w3.0rg/2001/XMLSchema-instanc e"

© 0 N o g A~ w N B

WoWw oW oW oW W WwWw NN NRNRNNNRNNDRNR B BB R R e e
N6 A O N RBP O © ® N O s WN B O © ® N O 0 b ® N B O

xsi:schemalocation="http://www.openarchives.org/OAl
http://www.openarchives.org/OAI/2.0/OAI-PMH.xsd">

<responseDate>2008-05-15T15:31:10Z</responseDate>

<request verb="Listldentifiers" metadataPrefix="oai_c
http://www.foo.edu:8080/modoai/</request>
<Listldentifiers>

<header>
<identifier>http://www.foo.edu:8080/modoaitest/NetB
</identifier>
<datestamp>2007-09-19T08:06:56Z</datestamp>
<setSpec>mime:application:zip</setSpec>

</header>

<header>
<identifier>http://www.foo.edu:8080/modoaitest/READ
<datestamp>2008-04-26T16:37:57Z</datestamp>
<setSpec>mime:text:plain</setSpec>

</header>

<header>
<identifier>http://www.foo.edu:8080/modoaitest/crat
<datestamp>2000-02-28T17:00:00Z</datestamp>
<setSpec>mime:image:jpeg</setSpec>

</header>

<header>
<identifier>http://www.foo.edu:8080/modoaitest/diag
<datestamp>2002-10-22T16:00:00Z</datestamp>
<setSpec>mime:image:jpeg</setSpec>

</header>

<header>
<identifier>http://www.foo.edu:8080/modoaitest/file
<datestamp>2005-12-31T17:00:00Z</datestamp>
<setSpec>mime:application:vnd.sun.xml.writer</setSp
</header>

12.0/

rate">

eansAntTasks.zip

ME.txt</identifier>

e.jpeg</identifier>

.jpg</identifier>

.sxw</identifier>

ec>

<resumptionToken>5 =*oai_crate =*0*0* 0</resumptionToken></Listldentifiers>

</OAI-PMH>
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APPENDIX C

EXAMPLES OF METADATA UTILITY OUTPUT

1 COMPARATIVE METADATA OUTPUT OF A SMALL JPEG FILE

In the following sections, a small JPEG le is passed to utilities that were usquhidsof the
CRATE evaluation experiments. The image is shown in Figure 61 on the nget Jde utilities
used are Pronom-DROID, Jhove, Exif Tool, and the Unix-based utilifie Magic”. For additional
comparison, we present the metadata that an HTTP Response prodiidds leaders), and the
information available via the graphical KDE Desktop.

1.1 HTTP-Headers

Only a very simple set of headers is returned when requesting this le ihenweb server:

The HTTP Request:

HEAD /foo2.jpg HTTP/1.1
Host: localhost

The HTTP Response Headers:

HTTP/1.1 200 OK

Date: Wed, 14 May 2008 20:47:51 GMT

Server: Apache/2.2.8 (Ubuntu)

Last-Modified: Wed, 14 May 2008 20:35:46 GMT
ETag: "22e10d-6aac-44d36b9b40c80"
Accept-Ranges: bytes

Content-Length: 27308

Content-Type: image/jpeg

1.2 The Linux le Utility

The Unix/Linux File Magic utilities are closely associated with MIME typing as usgd\pache
and other web servers. As such, the bare minimum information is obtainedtfi® le, as this
example shows.

file-4.21
magic file from /etc/magic:/usr/share/file/magic
images/foo2.jpg: JPEG image data, JFIF standard 1.01 file- 4.21



FIG. 61: .
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“Two foos having lunch” (foo2.jpg). Appendix C—1 shows the metadataiged from the HTTP re-
sponse, the Linux le utility, Pronom-DROID, Exif Tool, and Jhove, all dfiish are command-line
utilities; and by the KDE Desktop le inspector which provides a GUI-basiednof le metadata.

1.3 Pronom-DROID

The Pronom-DROID utility provides somewhat more information than we haangtkso far.

<?xml version="1.0" encoding="UTF-8"?>
<FileCollection
xmins="http://www.nationalarchives.gov.uk/pronom/Fi
<DROIDVersion>V1.1</DROIDVersion>
<SignatureFileVersion>12</SignatureFileVersion>
<DateCreated>2007-09-06T23:11:12</DateCreated>
<lIdentificationFile ldentQuality="Positive" >
<FilePath>images/foo2.jpg</FilePath>
<FileFormatHit>

<Status>Positive (Specific Format)</Status>
<Name>JPEG File Interchange Format</Name>
<Version>1.01</Version>

<PUID>fmt/43</PUID>

</FileFormatHit>

</ldentificationFile>

</FileCollection>

leCollection">



166

1.4 Exif Tool

Generally, Exif Tool was written to analyze digital camera photographslewhr sample Figure 61
on the preceding page is not a product of a digital camera, it is in JPB@&fa@nd so Exif provides
some metadata, though much less than would be seen if it were a true digitahdarage.

ExifTool Version Number © 6.95

File Name . foo2.jpg
Directory . /home/jsmit/images
File Size . 27 kB

File Modification Date/Time : 2007:08:31 13:02:25
File Type . JPEG

MIME Type . imageljpeg
JFIF Version 1.1

Resolution Unit . inches

X Resolution : 150

Y Resolution : 150

Image Width 1 409

Image Height : 278

Encoding Process : Baseline DCT, Huffman coding
Bits Per Sample . 8

Color Components . 3

Y Cb Cr Sub Sampling : YCbCr4:2:0 (2 2)

Image Size : 409x278
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1.5 Jhove with the JPEG-hul

Jhove offers a variety of lters which target speci c le types, suchthe eponymous JPEG-hul.
Here is what Jhove reports for foo2.jpg:

Jhove (Rel. 1.1, 2006-06-05)

Date: 2008-05-14 13:30:00 EDT
Representationinformation: ../foo2.jpg
ReportingModule: JPEG-hul, Rel. 1.2 (2005-08-22)
LastModified: 2008-05-14 10:51:25 EDT
Size: 27308

Format: JPEG

Version: 1.01

Status: Well-Formed and valid
SignatureMatches:

JPEG-hul

MIMEtype: imagel/jpeg

Profile: JFIF

JPEGMetadata:

CompressionType: Huffman coding, Baseline DCT
Images:

Number: 1

Image:

NisolmageMetadata:

MIMEType: image/jpeg

ByteOrder: big-endian
CompressionScheme: JPEG
ColorSpace: YCbCr
SamplingFrequencyUnit: inch
XSamplingFrequency: 150
YSamplingFrequency: 150
ImageWidth: 408

ImagelLength: 278

BitsPerSample: 8, 8, 8
SamplesPerPixel: 3

Scans: 1

QuantizationTables:
QuantizationTable:

Precision: 8-bit

Destinationldentifier: 0
QuantizationTable:

Precision: 8-bit

Destinationldentifier: 1
ApplicationSegments: APPO
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FIG. 62: .
The sample image le information seen from the KDE Desktop environment. Thesencursor is
placed on the le icon, and the information window appears beside it.

1.6 KDE Desktop File Inspector

By comparison, the KDE le inspector reports a bit more information aboutltheThis infor-
mation is provided simply by moving the mouse pointer over the le icon or lenamsesteown in
Figure 62.

Name: foo2.jpg

Type: JPEG Image

Size: 26.7 KB (27,308 B)
Modified: 2007-09-02 15:25
Owner: jsmit - jsmit
Permissions: -FWXr--r--

Dimensions: 108 x 278 pixels
Color Mode: Color

Flash Used: No

JPEG Process: Baseline
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FIG. 63: A real digital photograph, taken with a Panasonic Lumix came&mdayls digital cameras
often store a considerable amount of metadata with each image, but spetsahi® needed to
accessit. (L-R: Dr. Michael Overstreet, the author, Dr. Michael Nglso

2 OTHER EXAMPLES OF METADATA UTILITY OUTPUT

2.1 Exif Tool on a Digital Photograph

Exif Tool was designed speci cally for digital photographs. Its outputisch more detailed when
applied to such a le rather than to the non-photographic image of Figure age 165 as shown in
Appendix C on page 164. The following analysis is produced by Exif @pplied to the photograph
shown in Figure 63.

EXIF Tool Output

bestRA5.JPG:

Intel format

IFD 0 (Image) at offset 8:
Make: (0x010F) ASCIll=Panasonic @ 146
Model: (0x0110) ASCII=DMC-TZ3 @ 156
Orientation: (0x0112) Short=1 @ 42
XResolution: (0x011A) Ratio=72 @ 164
YResolution: (0x011B) Ratio=72 @ 172
ResolutionUnit: (0x0128) Short=Pixels/Inch @ 78
Software: (0x0131) ASCIlI=Ver.1.0 @ 180
DateTime: (0x0132) ASCII=2008:05:03 11:56:44 @ 190
YCbCrPositioning: (0x0213) Short=2 @ 114
ExifOffset: (0x8769) Long=418 @ 126
Tag OxC4A5: (OxC4A5) Undefined=[80, 114, 105, 110, 116,
73, 77, 0, 48, 50, 53, 48, 0, 0, 14, 0, 1, 0, 22, 0, 22,
0,2 0000030, 100,000,700 0,0,
0800000900000, 1000000,

11, 0, 172, 0, O, O, 12, 0, 0, O, O, O, 13, 0, O, O, O,
0, 14, 0, 196, 0, 0, 0, 0, 1, 5,0, 0,0, 1, 1, 1, O, O,
o, 16, 1, 128, 0, O, O, 9, 17, O, O, 16, 39, O, O, 11, 15,

) ’ )



o, 0, 16, 39, 0, O, 151, 5, 0, O, 16, 39, O, O, 176, 8, O,
0, 16, 39, 0, 0, 1, 28, 0, O, 16, 39, O, O, 94, 2, O, O,

16, 39, 0, 0, 139, 0, 0, O, 16, 39, O, O, 203, 3, 0, O, 16,
39, 0, 0, 229, 27, 0, O, 16, 39, 0, 0, O, O, O, O, O, O, O,
0,0000606000000000000 000,

0,0000000 0 @ 210
EXIF SublFD at offset 418:

ExposureTime: (0x829A) Ratio=10/2500 @ 832

FNumber: (0x829D) Ratio=33/10 @ 840

ExposureProgram: (0x8822) Short=Program Normal @ 452
ISOSpeedRatings: (0x8827) Short=100 @ 464

ExifVersion: (0x9000) Undefined=[48, 50, 50, 49] @ 476
DateTimeOriginal: (0x9003) ASCII=2008:05:03 11:56:44 @ 8
DateTimeDigitized: (0x9004) ASCII=2008:05:03 11:56:44 @
ComponentsConfiguration: (0x9101) Undefined=YCbCr @ 512
CompressedBitsPerPixel: (0x9102) Ratio=4 @ 888
ExposureBiasValue: (0x9204) Signed Ratio=0/100 @ 896
MaxApertureValue: (0x9205) Ratio=344/100 @ 904

MeteringMode: (0x9207) Short=5 @ 560

LightSource: (0x9208) Short=Unknown @ 572

Flash: (0x9209) Short=Auto Off @ 584
FocalLength: (0x920A) Ratio=46/10 @ 912
MakerNote: (0x927C) Undefined=[] @ 920

FlashPixVersion: (0xA000) Undefined=[48, 49, 48, 48] @ 620

ColorSpace: (0xA001) Short=1 @ 632

ExifimageWidth: (0xA002) Long=3328 @ 644
ExiflmageLength: (0xA003) Long=1872 @ 656
InteroperabilityOffset: (0XA005) Long=7702 @ 668

SensingMethod: (0xA217) Short=2 @ 680

FileSource: (0xA300) Undefined=Digital Camera @ 692

SceneType: (0xA301) Undefined=Directly Photographed @ 70
0xA401:
0xA402:
0xA403:
0xA404:
0xA405:
0xA406:
O0xA407:
0xA408:
0xA409:

Tag
Tag
Tag
Tag
Tag
Tag
Tag
Tag
Tag
Tag

EXIF Interoperability SubSublFD at offset 7702:
Interoperabilitylndex: (0x0001) ASCII=R98 @ 7712
InteroperabilityVersion: (0x0002) Undefined=[48, 49, 48

O0xA40A

(0xA401)
(0xA402)
(0xA403)
(0xA404)
(0xA405)
(0xA406)
(0xA407)
(0xA408)
(0xA409)
: (OxA40A)

Short=0 @ 716
Short=0 @ 728
Short=0 @ 740
Ratio=0/10 @ 7694
Short=28 @ 764
Short=0 @ 776
Short=0 @ 788
Short=0 @ 800
Short=0 @ 812
Short=0 @ 824

EXIF MakerNote SubSublFD at offset 7702:
IFD 1 (Thumbnail) at offset 7732:

Compression: (0x0103) Short=JPEG Compressed @ 7742

Orientation: (0x0112) Short=1 @ 7754
XResolution: (0x011A) Ratio=72 @ 7834
YResolution: (0x011B) Ratio=72 @ 7842

ResolutionUnit: (0x0128) Short=Pixels/Inch @ 7790
JPEGInterchangeFormat: (0x0201) Long=8084 @ 7802
JPEGInterchangeFormatLength: (0x0202) Long=8830 @ 7814
YCbCrPositioning: (0x0213) Short=2 @ 7826

48
868

4

, 48] @ 7724
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Experimental Website Resource File Experimental Website Resource File

Photograph of James Joyce || 1882-1941

CRATE Performance Test Website
Joan A. Smith 2008

Quotation fromUlyssesby James Joyce

He walked back along Dorset street, reading gravely. Agendath Netaim:
planters’ company. To purchase waste sandy tracts from Turkish government
and plant with eucalyptus trees. Excellent for shade, fuel and
construction. Orangegroves and immense melonfields north of Jaffa. You
pay eighty marks and they plant a dunam of land for you with olives,
oranges, almonds or citrons. Olives cheaper: oranges need artificial
irrigation. Every year you get a sending of the crop. Your name entered
for lfe as owner in the book of the union. Can pay ten down and the
balance in yearly instaiments. Bleibtreustrasse 34, Berlin, W. 15.

Nothing doing. Still an idea behind it

He looked at the cattle, blurred in silver heat. Silverpowdered
olivetrees. Quiet long days: pruning, ripening. Olives are packed in
jars, eh? | have a few left from Andrews. Molly spitting them out. Knows
the taste of them now. Oranges in tissue paper packed in crates. Citrons

too. Wonder is poor Citron stillin Saint Kevin's parade. And Mastiansky
with the old cither. Pleasant evenings we had then. Molly in Citron's
basketchair. Nice to hold, cool waxen fruit, hold in the hand, It it to
the nostrls and smell the perfume. Like that, heavy, sweet, wild
perfume. Always the same, year after year. They fetched high prices too,
Moisel told me. Arbutus place: Pleasants street: pleasant old times. Must
be without a flaw, he said. Coming all that way: Spain, Gibraltar,
Mediterranean, the Levant. Crates lined up on the quayside at Jaffa, chap.
ticking them off in a book, nawies handling them barefoot in soiled
dungarees. There's whatdoyoucallhim out of. How do you? Doesn't see. Chap
you know just to salute bit of a bore. His back is like that Norwegian
captain's. Wonder if Ill meet him today. Watering cart. To provoke the
rain. On earth as itis in heaven,

0ld Dominion University CS Dept

FIG. 64: Sample PDF analyzed by Jhove

2.2 Jhove With the PDF-Hul

At the time of this writing, there are few non-commercial utilities available for inlinalysis of
PDF les. One of these is the PDF-Hul for use with Jhove. Figure 64 shtbe simple, one-page
PDF for which the Jhove analysis is displayed below.

Jhove Output (using PDF-hul)

Jhove (Rel. 1.1, 2006-06-05)

Date: 2008-05-14 10:43:18 EDT
Representationinformation: /testWeb/group8/pdf93.pdf
ReportingModule: PDF-hul, Rel. 1.5 (2006-03-31)
LastModified: 2008-01-24 13:17:23 EST

Size: 233046

Format: PDF

Version: 1.3

Status: Well-Formed, but not valid
SignatureMatches:

PDF-hul

ErrorMessage: Improperly formed date

Offset: 200

MIMEtype: application/pdf

PDFMetadata:

Objects: 37

FreeObjects: 1

IncrementalUpdates: 1

DocumentCatalog:

PagelLayout: SinglePage



PageMode: UseNone

Outlines:

ltem:

Title: Experimental Website Resource File
Destination: 1

Info:

Title: Experimental Website Resource File
Producer: htmldoc 1.8.27
Copyright 1997-2006 Easy Software Products, All Rights Res
ID: 0x9082h9f3aa38c58364dd8e39fe155de9,
0x9082h9f3aa38c58364dd8e39fe155de9
Filters:

FilterPipeline: FlateDecode
Images:

Image:

NisolmageMetadata:

MIMEType: application/pdf
CompressionScheme: Deflate
ColorSpace: palette color
ImageWidth: 60

ImageLength: 72

BitsPerSample: 8

Image:

NisolmageMetadata:

MIMEType: application/pdf
CompressionScheme: Deflate
ColorSpace: palette color
ImageWidth: 496

ImageLength: 192
BitsPerSample: 8

Image:

NisolmageMetadata:

MIMEType: application/pdf
CompressionScheme: Deflate
ColorSpace: palette color
ImageWidth: 88

ImageLength: 99

BitsPerSample: 2

Fonts:

Typel:

Font:

BaseFont: Times-Bold

FirstChar: 0

LastChar: 255

FontDescriptor:

FontName: Times-Bold

Flags: Serif, Nonsymbolic
FontBBox: -168, -341, 1000, 960
FontFile: true

EncodingDictionary:

Differences: true

Font:

BaseFont: Courier

FirstChar: 0

erved.
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LastChar: 255

FontDescriptor:

FontName: Courier

Flags: FixedPitch, Nonsymbolic
FontBBox: -12, -237, 650, 811
FontFile: true
EncodingDictionary:
Differences: true

Font:

BaseFont: Times-Roman
FirstChar: 0

LastChar: 255

FontDescriptor:

FontName: Times-Roman
Flags: Serif, Nonsymbolic

FontBBox: -168, -281, 1000, 924

FontFile: true
EncodingDictionary:
Differences: true
Font:

BaseFont: Helvetica
FirstChar: 0
LastChar: 255
FontDescriptor:
FontName: Helvetica
Flags: Nonsymbolic

FontBBox: -174, -285, 1001, 953

FontFile: true
EncodingDictionary:
Differences: true
Pages:

Page:

Label: 1

Page:

Label: 2
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2.3 Metadata Extractor Utility

Another open source utility which will inspect PDF les is Metadata Extractdtity from The
National Library of New Zealand. When used to inspect the same PDFnshiowigure 64 on
page 171, it produces the following output.

Metadata Extractor Output

<Object><Name>metex</Name><|D>3333</|D>
<ReferenceNumber></ReferenceNumber>
<Groupldentifier></Groupldentifier>
<Persistentldentifier></Persistentldentifier>
<MasterCreationDate locale="EDT">

<Date format="yyyyMMdd">20080514</Date>

<Time format="HHMmMssSSS">104822321</Time>
</MasterCreationDate>
<ObjectComposition>simple</ObjectComposition>
<StructuralType>

<Name></Name> <Extension></Extension>
</StructuralType>
<HardwareEnvironment>i386</HardwareEnvironment>
<SoftwareEnvironment>0S: Linux 2.6.9-67.0.1.ELsmp,
JVM:Sun Microsystems Inc. 1.5.0_07</SoftwareEnvironmen t>
<InstallationRequirements></InstallationRequirement s>
<Accesslnhibitors></AccesslInhibitors>
<AccessFacilitators></AccessFacilitators>
<Quirks></Quirks>
<MetadataRecordCreator></MetadataRecordCreator>
<MetadataCreationDate locale="EDT">

<Date format="yyyyMMdd">20080514</Date>

<Time format="HHMmMssSSS">104822350</Time>
</MetadataCreationDate>

<Comments></Comments>

<Files>

<File xmins:nz_govt_natlib_xsl_XSLTFunctions=
"nz.govt.natlib.xsl.XSLTFunctions"><Fileldentifier/ >
<Path>/var/www/testWeb/group8/pdf93.pdf</Path>
<Filename>

<Name>pdf93.pdf</Name> <Extension>pdf</Extension>
</Filename>

<Size>233046</Size>

<FileDateTime>

<Date format="yyyyMMdd">20080124</Date>

<Time format="HHMmMssSSS">131723000</Time>
</FileDateTime>
<Mimetype>application/pdf</Mimetype>

<FileFormat>

<Format>Abobe PDF</Format> <Version>1.3</Version>
</FileFormat>

<Text>

<CharacterSet>IS0-8859-1</CharacterSet>
<MarkupLanguage>unknown</MarkupLanguage>
</Text></File></Files>

</Object>
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FIG. 65: A view of the HTML le passed to the Dublin Core UtilifasDC.plfor analysis

2.4 Dublin Core Utilities

Dublin Core is a common metadata scheme used in Digital Libraries. Howevarindesuch

metadata is not as trivial as it might appear to be. A small utility in Perl was writqrag of the

CRATE project because no command-line open source tool was avairalthis example, one of

the test HTML pages is used. An image of the page is shown in Figure 65.

jasDC.pl Output

<IDOCTYPE HTML PUBLIC

"-//W3C//[DTD HTML 4.01 Transitional//EN"
"http://wvww.w3.org/TR/html4/loose.dtd">

<html lang="en">

<head>

<TITLE>Crate Utility Performance Test

SUBDIRECTORY INDEX for /home/jsmit/testWeb/groupl12/dir
</TITLE>

<META http-equiv="Content-Type" content="text/html"; c
<META content="links to site subdirectories" name="DC.so
<META content=" Crate Utility Performance Test
SUBDIRECTORY INDEX for /home/jsmit/testWeb/groupl2/dir
name="DC.title" >

<META content=" Joan A. Smith" name="DC.creator" >
<META content="2008-1-24" name="DC.date" >

<META content="Links to Subdirectory indices"
name="DC.identifier" >

<META content="Copyright ODU" name="DC.rights" >

<META content="Page produced as part of performance test"

name="DC.description" >

2

harset="UTF-8">
urce" >

2 INDEX"
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2.5 Open Text Summarizer

The Open Text Summarizer utility attempts to distill a brief summary of a text-basadromt.
It appears to "weight" words by frequency and as a result will misinérags in, for example,
HTML documents as being "important" words. Using the "-a" (about) optioaeven a lengthy le,
it returns a short, descriptive phrase, for example:

Article talks about “web,resources,metadata, les,typical”

is the full literal text output from processing the article cited in [130].

In contrast, using the default option which summarizes the text, a lengthiefi@weof the content

is produced. The following summary is taken from a text version of a D-Lilg&kine article [130],
stripped of its HTML tags. The utility selects what it considers to be the “imptramrases or

sentences from the document and outputs them as a single, unbrokefrtdire 8ince punctuation
may be left off, particularly if the phrase is a heading rather than a sentéreresult is not nec-
essarily grammatically nor syntactically correct and may read awkwardhyeler, the purpose is
distillation for preservation, not for publication per se.

The Derived Summary

We propose a simple model for such everyday web sites which ta kes
advantage of the web server itself to help prepare the sites
resources for preservation. The web server responds to the

archiving repository crawler by sending both the resource a nd the
just-in-time generated metadata as a straight-forward

XML-formatted response. Even though digital libraries are often
accessed as web sites, anyone involved with digital librari es can
easily point out the many differences between everyday web s ites

and a true Digital Library (DL). The Web is an unorganized

amalgamation of digital pages with little metadata and

unpredictable additions, deletions, and modifications & KN a
crawlapalooza for the web robot. For an archiving repositor y
seeking to preserve web sites, the site preparation process is
challenging thanks to the wide variety of resource types and

content that exist on web sites. Typically, an archivist wil I
crawl the target web site then process each resource with var ious
metadata utilities to extract technical information. From the
webmaster s point of view, the ideal solution would be a tool

installed on the web server which manages itself, and which

automatically provides the "extra information” (i.e., met adata)
that the archiving site needs to prepare the website for
preservation, and which does not impact the normal operatio n of

the web server. Motivation We begin by observing that digita I
preservation: remains in the niche of librarians and

archivists is not sustainable as an ex post, ad hoc process it

should be congruent with practices of the general web commun ity
it is applicable to content whose value is not always known in

advance As participants of the Archive Ingest and Handling T est
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(AIHT), 1 one of the lessons we learned was that preserving th e
GMU 911 web site was, in a sense, made more difficult because t he
website was not harvested directly from the web, but rather

processed by site administrators and given directly to us. T he
purpose of the research reported in this article is to build a

framework that allows dual access to web resources: the exis ting
HTTP access mechanisms for conventional web agents, and a
"preservation-ready" access channel that integrates the b est
tools of the digital preservation community into the web ser ver.
A typical HTTP response contains just enough information to

enable the smooth transfer of content from web server to web

client or crawler. In short, web server MIME typing has serio us
limitations when it comes to providing adequate preservati on
information about the data format of web resources. Clearly ,
getting the responding server to preprocess the resource an d
include the results together with the original resource in o ne
complex-object response would help both the particular arc hivist
and the general goal of web preservation. Metadata Utilitie s How
can metadata be derived for web resources? Name Description Jhove
Analysis & characterization by type (img, audio, text) Kea K ey
phrase extraction OTS Open Text Summarizer ExifTool Image/ video
metadata extractor PDFlib-pCOS Extract PDF metadata (comm ercial
tool) MP3-TAG Extract audio file tags Essence Customized

information extraction GDFR Extended MIME file typing MD5 M essage
Digest File Magic Type identification using special ID bits of
the file DROID File signature analysis (internal and extern al)
Table 2: Some utilities for producing resource metadata. If we
combine this output with a Base64-encoding of the resource, we
would have a neatly packaged, pre-processed web resource re ady
for archive ingestion and preservation preparation. The co ncept
calls for the disseminating web server to preprocess the

resources it serves up by using metadata-generation utilit ies,
such as those described here, and to serialize this informat ion
together with the Base64-encoded resource in a simple

XML-formatted complex object response. They are specified in the
web server s configuration file, using a simple enabling

directive: LoadModule <module-name> <path/to/module.so > Common
examples for the Apache web server are mod_perl and mod_pyth on
(Perl/Python-CGI optimizers), mod_ssl (to support secure socket
layer connections), and mod_jserv (Java servlet engine). F igure
2: (A) Normal web page request and (B) OAI-PMH request For the

example given in Figure 2-B, the \textsc{modoai} response i s
returned as human-readable ASCII in the DIDL XML format (cal led a
"DID"), with the resource encoded in Base64 and with the HTTP

response headers included as basic metadata (see Table 3, be low).

The utilities enabled on this server are: File - Looks at the

"magic bytes" to determine MIME type MD5 - Provides the MD5

hash value of the file Jhove - File analyzed using the HUL

appropriate to specific file type DROID - Pronoms DROID

utility which evaluates MIME type ExifTool - Phil Harveys

Perl script which analyzes images Best-effort Metadata The

approach described here is a best-effort approach to metada ta.
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APPENDIX D

APACHE CONFIGURATION DIRECTIVES FOR MODOAI

1 THE STRUCTURE OF THE MODOAI CONFIGURATION FILE

Apache uses a series of con guration commands usually located eitheinigila $e (“httpd.conf”)

or in a series of les (“apache2.conf”, “ports.conf”, “modoai.con&tc.). Each line in a con-
guration le is equivalent to a “command” or “directive” which controls &Aghe's responses to
HTTP events. Most modules — mod_rewrite, mod_perl, and mod_cgi fongea— have numerous
switches or con guration options that can be individually declared opeegsed. This allows the
webmaster to completely customize the installation and behavior of Apacheyfsitan

An example con guration foMODOAI is shown in Appendix D— 2 on page 181. The individual
lines have been numbered for ease of reference. Each number intthatgin indicates the start
of a new, single logical line (in the actual Apache conf le, there are nommbers). In addition,
breaks within a line (i.e., an EOL character) are not allowed, so in the coatgpn le the string
must occur on a single text line.

A whitespacecharacter acts as the delimiter within a single line. Apache reads this section into a
structure accessible by Apache and the module. Lines 1 — 3 de ne the sraphandling of the
directives for thewoDOAI module; Table 29 explains each of these lines.

The remaining con guraton lines create and populate variables used bydbheal module. For
example, lines 4 —7 de ne the variables “modoai_sitemap” (location and nantieeo$itemap
le), “modoai_admin” (user account associated withDOAI administration), and “modoai_email”
which can be called by name from withrtoDOAI. These variables are simple and unique, i.e., only
one of each exists in the module.

For variables needing multiple de nitions, the Apache API provides a 5giaucture consisting
of the variable name and up to 4 attributes. This structure allows the modulega@ahgwnumber
of items with the same variable name. Using this signature, more than one metadataanility
be named. Thus, lines 11 — 24 create a single variable caltstbai_pluginwith 11 instances of

TABLE 29: Directives in modoai.conf

# | Directive Explanation

| 1| Alias /modoai “/var/www/” | MODOAI points to webroot |
2 | <Location /modoat if home URL ends with /modoai, then. .|.
3 | SetHandler modoai-handler use theboAl module
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the variable de ned. Each entry has 4 elements, delimited igespacecharacter. Quotations
surround any element that requires whitespace within it, such as commanarf§jnoments for a
utility. Where the utility itself also expects in-line quotations, these are embeddbih wuter
quotes of the element.

Eachmodoai_pluginrst element is atag name It can be whatever the webmaster wants to call
it — MODOAI does not refer to the tag name per se. Since the tag name will appear in CRATE
responses, the recommended tag name for each modoai_plugin variableslimthaame of the
metadata utility executable.

The modoai_plugin variable's other three elements assigned are, in drdppearance: (2) the
execution command (3) the command to get utility version information and (4) the kimas for
which the utility is invoked. As an example, lines 11 (the Word Count utility) andtBé& Exif
Tool utility) can be interpeted as shown in Table 30. Appendix D— 2 on p&decbntains the
actual con guration directives used for the CRATE utilities experimentsusised in Chapter VIII
on page 93.

TABLE 30: MODOAI plugin elements & attributes

modoai_plugin, wc I Jusr/bin/wc %s . Jusrbinfwc —v | text/*

| addaplugin | nameis | executable command] ~ commandtoprint  use on any
to the list I “we” | %s: lename ' _version info | text le
modoai_plugin, exifTool | /usr/bin/exiftool -a-u %s /usr/bin/exiftool—v image/t

| addaplugin | nameis | command;-a-uare |  command topfint  use op any
to the list ' “exifTool” ' switches; %s: lename ' version info ' image leg

Some utilities have a wide variety of switches which can be applied to particutaibinations of
Mime types. In this case, it may be simpler to create a script to address e#chlpasituation.
Jhove is an example of a utility which has so many options that a script couldded implemen-
tation method. The actual Jhove script used for the CRATE experimentgeis igi Appendix D— 3
on page 182. Alternatively, each Jhove call in the script could existuasome plugin variable in
the con guration le. Each method has its pros and cons in terms of maintersimplicity, ease of
implementation and the administrative approach of the local webmaster. @derbst, of course,
will vary from system to system.

Finally, responses generated kipDOAI can be very large. The variables on lines 9 and 10 are
used by the server to help control response size - in bytes (max_sesgize) and in absolute
number of records per response (max_response_items). They detevirén aResumption Token
needs to be issued to the harvester. Setting the number very large as imthgeexon guration
le is equivalent to having no upper limit on the variable(s). In implementatiohichever limit
is reached rst is the one that applies. If the size limit in bytes is reachenfd¢fie item count
limit, that portion of the response completes. That is, no response containsanplete item.
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Because the response is buiiltsitu, the nal size of any record in the response is not known until
it has been processed by each of the subcomponents - plugin, XML ,griterequest handler, etc.
- of MoDOAI. Similarly, a single GetRecord request could produce a response tegdsxthe
max_response_size parameter, but it would still be provided to the bariesne response event,

that is, no Resumption Token would be needed nor issued.



2 CONTENTS OF THE MODOAI.CONF FILE

1 Alias /modoai "/var/www/"

2 <Location /modoai>

3 SetHandler modoai-handler

4 modoai_sitemap /var/www/sitemap.xml

5 modoai_admin  jsmit

6 modoai_email  admin@crate.gotdns.com

7 modoai_gateway_email mail@crate.gotdns.com
8 modoai_oai_active ON

9 modoai_max_response_size 9999999999
10 modoai_max_response_items 9999999999
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* [ *

11 modoai_plugin wc /usr/binfwc %s /usr/bin/wc --versi on text/ =
12 modoai_plugin file /usr/bin/file %s /usr/bin/file - -version
13 modoai_plugin md5sum /usr/bin/md5sum %s
{usr/bin/md5sum --version application/ *
14 modoai_plugin shalsum /usr/bin/shalsum %s
lusr/bin/shalsum --version image/ *
15 modoai_plugin sha224sum /usr/bin/sha224sum %s
lusr/bin/sha224sum --version image/png
16 modoai_plugin sha384sum /usr/bin/sha384sum %s
/usr/bin/sha384sum --version image/jpeg
17 modoai_plugin sha256sum /usr/bin/sha256sum %s
lusr/bin/sha256sum --version application/pdf
18 modoai_plugin zipinfo /usr/bin/zipinfo %s
{usr/bin/zipinfo --version *[Zip
19 modoai_plugin jhove "/opt/jhovel/jhove -c /opt/jhove/c onf/jhove.conf

-m jpeg-hul -h xml %s" "/opt/jhovel/jhove
-c /opt/jhove/conf/jhove.conf -h xml -v" image/jpeg
20 modoai_plugin pronom_droid "/opt/jdk1.5.0_07/bin/ja va -jar
/opt/droid/DROID.jar
-L%s -S/opt/droid/DROID_SignatureFile_V12.xml|"

"lopt/jdk1.5.0_07/bin/java -jar /opt/droid/DROID.jar - AR TR
21 modoai_plugin exifTool "/usr/bin/exiftool -a -u %s"

"lusr/bin/exiftool -ver" image/ *
22 modoai_plugin ots /ust/local/bin/ots -a %s

/usr/local/bin/ots -v text/ *
23 modoai_plugin metadata-extractor

"lhome/jsmit/metadata-extractor/dist/extract.sh extr act

NLNZ Data Dictionary Default simple Blah 3333 %s
2>/dev/null %s"
"/binfecho metadata-extractor 3.4" image/jpeg
24 modoai_plugin dcdot /opt/dublinCoreUtil/dcdot/jasD C.pl %s
/opt/dublinCoreUtil/dcdot/jasDC.pl --version text/h tml
25 </Location>



3 EXAMPLE SHELL SCRIPT INVOKING JHOVE OPTIONS

#!/usr/bin/perl -w
$|=1; #piping-hot 1/O

use strict;
use File::Copy;

if ($#ARGV =01
die "\nUsage: procJhove.pl path/toffile/filename \n\n";

}

my $fileName = $ARGV[O];

my $format = file -b $fileName ; #-i (mime) produces inadeq

my $module = "BYTESTREAM"; # Module: BYTESTREAM 1.2 (defaul
#Jhove module processing types installed

#text processors:

$module = "WAVE-hul" if ($format=~m/wmv/i);# Module:WAVE
$module = "ASCII-hul" if ($format=~m/ascii/i);# Module: A
$module = "HTML-hul" if ($format=~m/html/i);# Module: HTM
$module = "UTF8-hul" if ($format=~m/utf\-8/i);# Module: U

$module = "XML-hul" if ($format=~m/xml/i);# Module: XML-h
if (($format=—~m/text/i)&&($format=~m/script/i)){
$module = "ASCII-hul"; #plain scripts usually ascii

}

#image processors:

$module = "AIFF-hul" if ($format=~m/aiff/i); # Module: AIF
$module = "GIF-hul" if ($format=~m/qif/i);# Module: GIF-h
$module = "JPEG-hul" if ($format=~m/jpeg/i);# Module: JPE
$module = "JPEG2000-hul" if (($format=~m/jpeg/i)&&($for
$module = "TIFF-hul" if ($format=~m/tiff/i);# Module: TIF

#application processors:
$module = "PDF-hul" if ($format=~m/pdf/i);# Module: PDF-h

#audio processors:
$module = "WAVE-hul" if ($format=~m/wav/i);# Module: WAVE

#print "\nFile: \t$fileName\t";
#print "info: \t$format";
#print "Module: $module\n”;

my $cmd = “/opt/jhovel/jhove -c /opt/jhove/conf/jhove.con
$cmd = $cmd." $module $fileName";

my $jhove = $cmd

print "$cmad\n";

exit;
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uate typing
t)

-hul 1.2
SCll-hul 1.2
L-hul 1.2
TF8-hul 1.2
ul 1.3

F-hul 1.3

ul 1.2

G-hul 1.2
mat=~m/2000/));

F-hul 1.4

ul 1.5

-hul 1.2
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APPENDIX E

SITEMAP FILES

1 USING SITEMAP TOOLS

There are a number of tools for webmasters to use which will help to build a gitdemauch
as [5, 47] which are installed and run locally. Since they are “privilegggiilications, they can mine
databases and web server logs for more complete site coverage. @tnersnemote servers. [4,
150] These accept a starting URL and proceed to follow all of the linkaddiirigure 66 on the
following page) in pages on the site. Most tools will also test each of the limdt#g those which
are found (HTTP Response Code = 200) versus those that arenbfidR@ P response Code =
404). Obvious duplicates are removed, and the list of links is convertedum¥ML document in
accordance with the sitemaps protocol. [126] Thus, these links:

http://localhost/testWeb/group8/pdf120.pdf
http://localhost/testWeb/group8/pdfl.pdf
http://localhost/testWeb/group8/dir3/pg5.htmi

will become the following entries in a sitemap le:

<?xml version="1.0" encoding="UTF-8"?>
<urlset xmlns="http://www.sitemaps.org/schemas/sitem ap/0.9">
<url>
<loc>http://localhost/testWeb/group8/pdf120.pdf</lo c>
<furl>
<url>
<loc>http://localhost/testWeb/group8/pdfl.pdf</loc>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/pg5.htmi< /loc>
<url>
</urlset>

The sitemaps protocobquiresthe XML and namespace declarations, as well a$og> (location)
tag (within< url> and</url> tags) for each URL. There are a few other tags thatesremmended

however. Part of the information available to the crawler includes the timestartigeole. This
information is added to the sitemap within “last modi e lastmod- ) tags:

<url>
<loc>http://localhost/testWeb/group8/pdf120.pdf</lo c>
<lastmod>2007-11-21T14:35:21Z</lastmod>

</url>
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FIG. 66: Links on a web page provide crawlers with a list of resourcesskofor. Usually only
internallinks are followed.

Two other useful tags are thm@iority andchange frequenctags. Priority can range from 0.0 to
1.0, and is used to by search engines to determine the order of pageseryaegult set (it does
not impact how the site ranks compared to other sites). The protocol sgeaidefault URL a
priority of 0.5, which can be manually edited by the webmaster. Changednegsignals how
often crawlers can expect to nd new information at that particular link. Aagnbination of these
tags (provided the minimum set is present) can be speci ed on a per-litik [&itemap tools will
typically ask what frequency should be assigned to pages on the site,rsmefault is speci ed
by the protocol. There are speci c values allowed, ranging from “gb¥ao “never.” A common
value is “monthly.”

The last item that is required is UTF-8 encoding of the ampersand, quines(and double), and
the “<” and “>" symbols. Thus the URL:

http://localhost/testWeb/knitting&cat_01.png

will become:

<loc>http://localhost/testWeb/knitting&amp;cat_01.p ng</loc>

in the sitemap le.



2 EXAMPLE SITEMAP FILE

<?xml version="1.0" encoding="UTF-8"?>
<urlset xmins:xsi="http://www.w3.0rg/2001/XMLSchema-
xsi:schemal ocation="http://www.sitemaps.org/schemas
url="http://www.sitemaps.org/schemas/sitemap/0.9/si
xmlns="http://www.sitemaps.org/schemas/sitemap/0.9"
<url>
<loc>http://localhost/index.htmli</loc>
<lastmod>2007-10-20T11:03:00Z</lastmod>
<priority>1.000</priority>
<changefreg>monthly</changefreq>
<furl>
<url>
<loc>http://localhost/testWeb/group8/pdf120.pdf</lo
<lastmod>2007-11-21T14:35:21Z</lastmod>
<lurl>
<url>
<loc>http://localhost/testWeb/group8/pdfl.pdf</loc>
<lastmod>2007-11-21T14:35:21Z</lastmod>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/pg5.htmi<
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.5000</priority>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/pg4.htmi<
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.5000</priority>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/index.htm
<lastmod>2008-01-01T04:05:01Z</lastmod>
<priority>1.0000</priority>
<changefreg>monthly</changefreq>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/knitting_
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.5000</priority>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/softdrink
<lastmod>2007-11-21T14:35:21Z</lastmod>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/pg9.htmi<
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.5000</priority>
</url>
<url>
<loc>http://localhost/testWeb/group8/dir3/pdfo4.pdf
<lastmod>2007-11-21T14:35:217</lastmod>
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instance”
/sitemap/0.9"
temap.xsd"
>

c>

/loc>

/loc>

I</loc>

01.png</loc>

_icon_01.gif</loc>

/loc>

</loc>



<priority>0.7000</priority>

</url>

<url>
<loc>http://localhost/testWeb/group8/dir3/alice05a.
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.5000</priority>

</url>

<url>
<loc>http://localhost/testWeb/group8/dir3/pg8.htmi<
<lastmod>2007-11-21T14:35:217</lastmod>
<priority>0.5000</priority>

<furl>

<url>
<loc>http://localhost/testWeb/group8/dir3/pgl.htmi<
<lastmod>2007-11-21T14:35:21Z</lastmod>
<priority>0.8000</priority>

<furl>

</urlset>

png</loc>

/loc>

/loc>
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