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ABSTRACT
In this paper, the attractive features of evolutionary algorithm and Markov Chain Monte Carlo are combined into a new Differential Evolutionary Markov Chain Monte Carlo (DE-MCMC) method for multi-objective optimization problems with continuous variables. The DE-MCMC evolves a population of Markov chains through differential evolution (DE) toward a diversified set of solutions at the Pareto optimal front in the multi-objective function space. The computational results show the effectiveness of the DE-MCMC algorithm in a variety of standardized test functions as well as a protein loop structure sampling application. Moreover, the DE-MCMC algorithm can efficiently take advantage of the massive-parallel, many-core architecture, where its implementation on GPU can achieve speedup of 14–35.
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1. INTRODUCTION
Markov Chain Monte Carlo (MCMC) methods have been used as indispensable tools to produce random samples from complex and intractable distributions in a variety of problems. The fundamental algorithm was proposed by Metropolis et al. [1] and generalized by Hastings [2] by incorporating a transition kernel. The rationale of MCMC is to generate a Markov chain by generating dependent samples with target distribution as its equilibrium distribution. Recent advances of MCMC method include simulated annealing [3], simulated tempering [4], parallel tempering [5], generalized-ensemble Monte Carlo [6], multiple try Metropolis [7], hybrid Monte Carlo [8], configuration-biased Monte Carlo [9] and many others. In some situations, an optimization problem can also be formulated as a Monte Carlo sampling problem, where solutions located within the vicinity of the global minimum of the objective function have the highest probability to be reached during the sampling process. Therefore, MCMC is also popularly used as a stochastic optimization procedure in many scientific computing applications, including physics [10], chemistry [11], biology [12], and material science [13].

In most applications where MCMC is used for optimization, the goal is to find the global minima or maxima of a single objective function. In 2002, Vrugt et al. extended MCMC to multi-objective optimization by employing the concept of Pareto dominance, where the corresponding Multiobjective Shuffled Complex Evolution Metropolis (MOSCEM) algorithm [14] has demonstrated certain effectiveness and efficiency in multi-objective optimization of hydrologic models. However, recent study [15] has shown that, in a set of standardized test functions and a couple hydrologic calibration cases, the MOSCEM algorithm is inferior to genetic algorithm-based multi-objective optimization algorithms, including NSGA-II (Nondominated Sorted Genetic Algorithm II) [16] and SPEA-2 (Strength Pareto Evolutionary Algorithm 2) [17], in measurement of both the capability of reaching Pareto optimal solutions and the computation time. One main reason is that the stochastic search operator in MOSCEM depends on the prior distribution, which requires covariance calculation of the parameters in the population. Due to this reason, the stochastic search in MOSCEM using complex shuffling “does not scale well for problems of increasing size and/or difficulty.” [15] Moreover, the fitness assignment in MOSCEM requires consistently updating the current population, which is not amenable to the implementation on the emerging many-core parallel computing architecture.

In this paper, a Differential Evolutionary Markov Chain Monte Carlo (DE-MCMC) method for multi-objective optimization is presented as an improvement of the MOSCEM algorithm [14]. Differential Evolution [18], an efficient and robust evolutionary algorithm for continuous variables, is incorporated in a population-based MCMC sampler for optimization to evolve the Markov chains toward solutions at the Pareto optimal front in the presence of multiple objective functions. The DE operator does not rely on predefined probability distribution function; instead, DE uses the differences of the parameter vectors in randomly sampled individuals to generate offspring configurations, where the estimation of the prior distribution can be avoided. Moreover,
the DE-MCMC algorithm is particularly suitable for the emerging Single Instruction Multiple Thread (SIMT) programming paradigm. The SIMT DE-MCMC algorithm is implemented on the Graphics Processing Unit (GPU) in the Compute Unified Device Architecture (CUDA) environment [19]. The DE-MCMC method is tested on a set of standardized test function suites as well as a protein loop structure sampling application [20] to demonstrate the effectiveness of the approach and the efficiency of the SIMT implementation.

The rest of the paper is organized as follows. Section 2 discusses the MCMC method for multi-objective optimization. Sections 3 and 4 illustrate the DE-MCMC algorithm and its implementation on GPU, respectively. Section 5 analyzes the computational results and Section 6 summarizes the paper with conclusions and future research directions.

2. MCMC FOR MULTI-OBJECTIVE OPTIMIZATION

In single objective optimization, suppose that we are interested in finding the global minimum of an objective function, \( f(x) \), for all possible configurations \( x \). The fundamental formulation of MCMC is to make up a probability distribution:

\[
\pi(x) \propto e^{-f(x)/T}, T > 0,
\]

where \( T \) is the simulated temperature. Then, a Markov chain is constructed to sample \( \pi(x) \). The solutions in the vicinity of the global minimum of \( f(x) \) are most likely to be drawn in the sampling process.

In multi-objective optimization, when \( N \) multiple objective functions, \( f_1(x), \ldots, f_N(x) \), are presented, the probability distribution is converted to

\[
\pi(x) \propto e^{-\text{dom}(x)/T}, T > 0,
\]

where \( \text{dom}(x) \) is the dominance function. The definition of dominance function is based on the concept of Pareto dominance [21]. A configuration \( u \) is said to Pareto dominate another configuration \( v \) (\( u < v \)) if both following conditions i) and ii) are satisfied (assuming all objectives are for minimization):

i) for each objective function \( f_i(.) \), \( f_i(u) \leq f_i(v) \) holds for all \( i \);

ii) there is at least one scoring function \( f_j(.) \) where \( f_j(u) < f_j(v) \) is satisfied.

Consequently, the dominance function \( \text{dom}(x) \) is the integration of all possible configurations that dominate \( x \):

\[
\text{dom}(x) = \int \text{dom} | d y |.
\]

As a result, the MCMC for multi-objective optimization can be formulated as a sampling problem of the dominance function, where the Pareto optimal solutions correspond to the global minima of the dominance function with value 0.

In practice, since the Pareto optimal front is usually unknown, it is difficult to explicitly calculate the exact dominance function value for a configuration. Instead, a population of configuration samples is created and the Pareto dominance relationship is evaluated between each pair of the configurations, which can be used to estimate the dominance function value for each configuration. By sampling and minimizing the dominance function, the MCMC sampler evolves the population of Markov chains toward the solutions at the Pareto optimal front of the objective function space.

3. DE-MCMC ALGORITHM

3.1 Fitness Assignment

In multi-objective optimization, when \( N \) multiple objective functions, \( f_1(x), \ldots, f_N(x) \), are presented, the probability distribution is converted to

\[
\pi(x) \propto e^{-\text{dom}(x)/T}, T > 0,
\]

where \( \text{dom}(x) \) is the dominance function. The definition of dominance function is based on the concept of Pareto dominance [21]. A configuration \( u \) is said to Pareto dominate another configuration \( v \) (\( u < v \)) if both following conditions i) and ii) are satisfied (assuming all objectives are for minimization):

i) for each objective function \( f_i(.) \), \( f_i(u) \leq f_i(v) \) holds for all \( i \);

ii) there is at least one scoring function \( f_j(.) \) where \( f_j(u) < f_j(v) \) is satisfied.

Consequently, the dominance function \( \text{dom}(x) \) is the integration of all possible configurations that dominate \( x \):

\[
\text{dom}(x) = \int \text{dom} | d y |.
\]

As a result, the MCMC for multi-objective optimization can be formulated as a sampling problem of the dominance function, where the Pareto optimal solutions correspond to the global minima of the dominance function with value 0.

In practice, since the Pareto optimal front is usually unknown, it is difficult to explicitly calculate the exact dominance function value for a configuration. Instead, a population of configuration samples is created and the Pareto dominance relationship is evaluated between each pair of the configurations, which can be used to estimate the dominance function value for each configuration. By sampling and minimizing the dominance function, the MCMC sampler evolves the population of Markov chains toward the solutions at the Pareto optimal front of the objective function space.

3.2 Differential Evolution

DE is used to produce new configurations based on the current population. In the DE scheme [18], for each configuration \( C(x_1, \ldots, x_n) \) a mutant vector \( u \) is typically formed by

\[
V_i = C_{r1} + F(C_{r2} - C_{r3})
\]

where \( i, r1, r2, r3 \) are mutually distinct integer random numbers in the interval \([1, m]\) and \( F > 0 \) is a tunable amplification control constant as described in [18]. Other forms of mutant vector generation are also provided in [18], which can be employed in DE-MCMC as well. Then, a new conformation \( C'(x'_1, \ldots, x'_n) \) is generated by the crossover operation on \( V_i \) and \( C_i \):

\[
x'_j = \begin{cases} v_j & j = \{k\}_n, \{k+1\}_n, \ldots, \{k+L-1\}_n, \\ x_j & \text{otherwise} \end{cases}
\]

where \( \{k\}_n \) denotes the modulo operation with modulus \( n \), \( k \) is a randomly generated integer from the interval \([0, n-1]\), \( L \) is an integer drawn from \([0, n-1]\) with probability \( \Pr(L = l) = (CR)^l \), and \( CR \in [0, 1] \) is the crossover probability. Practical advice suggests that \( CR = 0.9 \) and \( F = 0.8 \) are suitable choices in the DE scheme [18]. These parameter values are also adopted in the DE-MCMC algorithm.

3.3 Metropolis Transitions

The Metropolis transition is employed as Monte Carlo moves for generating new population. The transition probability depends only on the change of the fitness function value. The Metropolis-Hastings ratio is calculated as:
The new configuration $C'_i$ generated by DE is accepted with the probability

$$w(C_i \rightarrow C'_i) = e^{-\frac{1}{T} \min(1, w(C_i \rightarrow C'_i))}.$$  

$T$ is the simulated temperature, which is used to control the acceptance rate of the Metropolis transitions. Studies [22, 23] in Monte Carlo method literature have shown that the MCMC sampler yields the best possible performance with an acceptance rate of around 20%. In this paper, we also maintain an acceptance rate of 15%-25% by adjusting $T$ in each iteration. When the acceptance rate is less than 15%, $T$ is increased by 10%. When the rate is more than 20%, $T$ is decreased by 10%.

### 3.4 Description of DE-MCMC Algorithm

Putting every piece of the puzzle together, the flowchart of the DE-MCMC algorithm is shown in Figure 1. First of all, a population $P$ of $m$ configurations, $C_1, \ldots, C_m$, are produced randomly and the corresponding objective functions values are evaluated. Then, the fitness function values of $C_1, \ldots, C_m$ are calculated against $P$. In the DE-MCMC loop, new configurations of $C'_1, \ldots, C'_m$ are generated by DE. After evaluating the objective functions values of the new configurations, the fitness values of $C'_1, \ldots, C'_m$ are calculated against the old population $P$. Afterwards, the Metropolis transitions are carried out to determine the acceptance of each new configuration. Then, the population $P$ is updated by collecting the newly accepted configurations and replacing the old ones. The value of the simulated temperature $T$ is adjusted to maintain a desired acceptance rate. The DE-MCMC computation reiterates until the expected iteration number is reached and then the non-dominated configurations are outputted as solutions.

Most computation in the DE-MCMC loop, including generation of new configurations, evaluation of objective functions, fitness assignment, and Metropolis transition, can be carried out independently and only require read operations to access the shared population information, which is particularly suitable for a massively parallel computing system with shared memory.

### 4. GPU IMPLEMENTATION OF DE-MCMC

The DE-MCMC algorithm was adapted for implementation on a CPU-GPU heterogeneous computing platform using the SIMT programming paradigm. The design target of SIMT DE-MCMC is to move heavily repetitive computation tasks to the GPU for data-parallel computing whereas to limit the CPU-GPU communication overhead. The SIMT DE-MCMC program is a combination of CPU and GPU codes. The initialization and evolution of Markov chains of the population $P$ are carried out by $m$ threads in the GPU, where each thread carries out the computation on a configuration.

#### 4.1 Pseudorandom Numbers

One of the challenges in the CPU-GPU implementation of DE-MCMC is the requirement of a large number of parallel pseudorandom numbers. Unlike traditional CPU-based code, where pseudorandom numbers are typically generated on demand, for programs carried out in the GPU, a more efficient approach is to generate a large number of pseudorandom numbers before hand and then store them in the texture memory space to enable faster access by the kernels. In DE-MCMC, all pseudorandom numbers used in each iteration are produced at the beginning for all threads carried out in the GPU. In our implementation of DE-MCMC, a parallel Mersenne Twister pseudorandom number generator is adapted from the CUDA programming examples [19].

#### 4.2 Objective Functions Evaluation and Fitness Assignment

The parallelization of objective functions evaluations is straightforward since they are independent in each thread. It will significantly save the overall computational time by parallelizing these computations. This is due to the fact that, in many optimization applications, most of the computational time is spent on objective function evaluation. The computational complexity of the objective function evaluation is $O(mN)$, where $m$ is the population size and $N$ is the number of objective functions.
The computation of the fitness assignment requires evaluation of dominance relationship between pair-wise configurations in population $P$. As a result, the computational complexity of evaluating the fitness of a population with size $m$ and $N$ objective functions is $O(m^2N)$. Therefore, the fitness assignment can be time-consuming when a large population is employed. The fitness assignment computation in each thread is also independent, which requires read operations to the shared objective functions values in the population.

4.3 GPU Tasks

Generation of new configurations using DE, pseudorandom number generations, objective functions evaluations, fitness assignment computations, and Metropolis transitions are carried out in the GPU in our DE-MCMC implementation. When the new configurations are generated in the global device memory in the GPU, they are copied into the texture memory for objective functions evaluation. After obtaining the values of every objective function, the results are copied to the texture memory for fitness assignment computation. Texture memory is used extensively to save time in accessing larger chunk of (possibly un-coalesced) memory that is more than the capacity of the available registers and shared memory. Coalesced read/write to the global memory is made possible by reorganizing the data.

5. COMPUTATIONAL RESULTS

5.1 Effectiveness of DE-MCMC in Multi-objective Optimization

5.1.1 A Simple 2D Optimization Problem

![Figure 2](image.png)

**Figure 2.** A scatter plot of the 4096 points in the solution space of the simple 2D optimization problem

We tested the DE-MCMC algorithm on a simple mathematical test problem with two variables and three objective functions, which is used to show the effectiveness of MOSCEM in [14]. The test problem is described as

where the Pareto optimal solutions lay in the triangular-shaped area with the corner points $(0, 0), (0, 1)$, and $(1, 0)$ in the parameter space. Figure 2 shows a scatter plot of 4,096 solutions in the parameter space, where 3077 out of the 4096 solutions converge to the Pareto Optimal front after 100 iterations within less than one second using the GPU-accelerated program. DE-MCMC has demonstrated the uniform coverage of the solution space in this simple test problem, which is similar to that of MOSCEM.

5.1.2 Test Functions Suites in PISA Library

We test the DE-MCMC algorithm on a set of standard test functions provided by the PISA library [30], which has been used broadly in multi-objective optimization literature. These test functions include ZDT1 (convex Pareto optimal front), ZDT2 (nonconvex Pareto optimal front), ZDT3 (Pareto optimal front with several noncontiguous convex parts), ZDT4 (Pareto optimal front with multimodality), and ZDT6 (nonuniform search space) [24], which have been used to study MOSCEM in recent study [15]. MOSCEM has been found to have unsatisfactory performance in these test functions which include poor convergence to the Pareto optimal front as well as requirement of significant amount of computational time (in magnitude of days).

Figure 3 shows the solutions found in DE-MCMC in ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6. A population size of 1,024 and 2,000 iterations are used in DE-MCMC. One can find that in all test functions, DE-MCMC yields good convergence and coverage of the Pareto optimal front. Moreover, with the help of GPU, the computation on a test case can be completed within a few seconds typically.

![Figure 3](image.png)

(a) ZDT1

(b) ZDT2

1 ZDT5 is function on discrete space
5.1.3 A Protein Structure Sampling Problem

We also applied the DE-MCMC algorithm to a protein loop structure sampling problem [20]. The rationale of the protein loop structure sampling is to obtain structurally diversified protein loop backbone conformations satisfying various scoring (objective) functions in order to discover conformations close to the native. Three scoring functions are used in this program, including a triplet torsion angle scoring function [25], an atom pair-wise distance-based scoring function [26], and a soft-sphere van der Waals energy function [27], which are used to measure the favorability of torsion angles, atom-atom interactions, and potential clashes, respectively. Generating new configuration is rather costly due to the protein loop closure requirement. Unlike the test functions suite where the computational time in objective function evaluation is small, the evaluations of the scoring functions and new configuration construction in the protein loop structure sampling program are rather costly. Together they occupy more than 95% of the overall computation time.

Figure 4 shows the structure-score distribution of 849 non-dominated solutions obtained in an 11-residue protein loop 153l(154:164) using the DE-MCMC algorithm with population size of 1,000 and 1,000 iterations. One can find that optimization using DE-MCMC has led to diversified, non-dominated solutions satisfying the three scoring functions. Among these solutions, a solution cluster close to the native conformation (< 0.5Å) emerges.

Figure 4. Structure-Score Distribution of 849 Non-dominated Solutions in Protein Loop 153l(154:164)

5.2 GPU Speedup Comparison on Benchmark Functions

Our SIMT DE-MCMC program is implemented in Visual C++ 2005 with the CUDA environment for programming the GPU. The same source code can also be compiled and run under Linux Ubuntu 9.04 with G++ 4.3 compiler. For benchmarking reason, the algorithm was also implemented with CPU-based only functions so as to compare the computation speed with the GPU-accelerated implementation. Both CPU and GPU implementations are tested on a Dell Precision 7400 Workstation computer with an Intel® Xeon™ E5420 CPU, 2GB memory, and an nVidia GeForce™ GTX 280 GPU with 240 (30 multi-processors x 8 processors per multi-processor) SIMT processors. The test functions adapted from PISA library have been selected for these computational experiments [30].

For management purpose, all threads carried out in the GPU are organized into blocks. In our computational experiments, we use a heuristic number of 256 threads per block. With 256 threads per block, we tested up to 15,360 threads. The number of blocks that can be launched by a GPU is determined by several factors, mostly the registers and/or shared memory needed per thread. When compiling the GPU kernels, it is possible to limit the
number of registers used per thread. If the actual number of variables is more than the register number limit, then the variables will overflow to local memory, which is much slower and consequently affects performance. If the objective functions are very complicated, it is certain that the number of variables will be more than the available registers. Therefore, it is important to make judicious use of the memory.

Table 1. GPU speedup for a set of test functions (15,360 threads, 100 iterations, average of 20 runs)

<table>
<thead>
<tr>
<th>Function</th>
<th>Var</th>
<th>Obj</th>
<th>CPU (msec)</th>
<th>GPU (msec)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple2D</td>
<td>2</td>
<td>3</td>
<td>368,832</td>
<td>22,618</td>
<td>16.3</td>
</tr>
<tr>
<td>ZDT1</td>
<td>100</td>
<td>2</td>
<td>332,713</td>
<td>20,824</td>
<td>16.0</td>
</tr>
<tr>
<td>ZDT2</td>
<td>100</td>
<td>2</td>
<td>358,484</td>
<td>21,591</td>
<td>16.6</td>
</tr>
<tr>
<td>ZDT3</td>
<td>100</td>
<td>2</td>
<td>331,468</td>
<td>20,825</td>
<td>15.9</td>
</tr>
<tr>
<td>ZDT4</td>
<td>100</td>
<td>2</td>
<td>371,681</td>
<td>20,090</td>
<td>18.5</td>
</tr>
<tr>
<td>ZDT6</td>
<td>100</td>
<td>2</td>
<td>361,576</td>
<td>22,109</td>
<td>16.4</td>
</tr>
<tr>
<td>SPHERE</td>
<td>100</td>
<td>3</td>
<td>422,519</td>
<td>22,746</td>
<td>18.6</td>
</tr>
<tr>
<td>KUR</td>
<td>100</td>
<td>2</td>
<td>400,108</td>
<td>20,374</td>
<td>19.6</td>
</tr>
<tr>
<td>QV</td>
<td>100</td>
<td>2</td>
<td>356,817</td>
<td>20,342</td>
<td>17.5</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>100</td>
<td>3</td>
<td>434,863</td>
<td>29,190</td>
<td>14.9</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>100</td>
<td>3</td>
<td>390,389</td>
<td>26,446</td>
<td>14.8</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>100</td>
<td>3</td>
<td>395,186</td>
<td>26,315</td>
<td>15.0</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>100</td>
<td>3</td>
<td>562,862</td>
<td>26,793</td>
<td>21.0</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>100</td>
<td>3</td>
<td>413,112</td>
<td>27,686</td>
<td>14.9</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>100</td>
<td>3</td>
<td>442,734</td>
<td>30,350</td>
<td>14.6</td>
</tr>
<tr>
<td>COMET</td>
<td>3</td>
<td>3</td>
<td>380,824</td>
<td>24,685</td>
<td>15.4</td>
</tr>
</tbody>
</table>

Table 1 summarizes the GPU speedup on a set of scalable test functions adapted from the PISA library with 15,360 threads [30]. One can find that the speedup is around 14~21. Figures 5 and 6 illustrate the GPU speedup comparison based on the number of threads in DTLZ1 test function and protein loop sampling program, respectively. It is interesting to find that the computational time in the CPU program increases quadratically as the number of threads increases in the DTLZ1 test function while in the protein loop sampling program, the increase is nearly linear. More importantly, the GPU implementation of DE-MCMC for protein loop structure sampling leads to more significant speedup – when 15,360 threads are in use, the GPU speedup can reach 35. This is due to the fact that in the simple test functions, evaluation of the objective functions is fast and most of the computation time of the program is in fitness assignment as shown in Table 2, whose computation time increases quadratically as the number of threads (population size) increases. In contrast, Table 3 shows that the majority computation time in protein loop structure sampling is spent on evaluation of the objective (scoring) functions and new configurations generation while the fitness assignment time is relatively small in comparison, which leads to nearly-linear computation time increase for larger population size. Furthermore, parallelizing the costly objective function evaluation in GPU can efficiently utilize resources in GPU and reduce the percentage of synchronization overhead in each DE-MCMC iteration, which leads to more significant speedup in protein loop structure sampling problem than those in simple test functions.

Figure 5. GPU speedup comparison based on the number of threads in DTLZ1 test function (100 variables, 3 objectives, 100 iterations, average of 20 runs)

Figure 6. GPU speedup comparison based on the number of threads in protein loop sampling program on a 12-residue loop 1xyz(813:824)

Table 2. Time breakdown of GPU tasks for DE-MCMC in DTLZ1 function with 100 variables and 3 objectives (15,360 threads, 100 iterations)

<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>#calls</th>
<th>GPU (usec)</th>
<th>GPU time %</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel fitness assignment</td>
<td>100</td>
<td>20,129,500</td>
<td>90.20%</td>
<td></td>
</tr>
<tr>
<td>kernel metropolis</td>
<td>99</td>
<td>711,078</td>
<td>3.18%</td>
<td></td>
</tr>
<tr>
<td>kernel make new solutions</td>
<td>99</td>
<td>506,476</td>
<td>2.26%</td>
<td></td>
</tr>
<tr>
<td>kernel Random # Generation</td>
<td>99</td>
<td>57,936</td>
<td>0.28%</td>
<td></td>
</tr>
<tr>
<td>kernel objectives evaluation</td>
<td>100</td>
<td>20,966</td>
<td>0.09%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyHtoD</td>
<td>307</td>
<td>381,520</td>
<td>1.70%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyDtoA</td>
<td>497</td>
<td>76,862</td>
<td>0.34%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyDtoH</td>
<td>299</td>
<td>427,729</td>
<td>1.91%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyHtoA</td>
<td>100</td>
<td>3,547</td>
<td>0.01%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Time breakdown of GPU tasks for DE-MCMC in protein loop structure sampling program (15,360 threads, 1xyz(813:824), 100 iterations)

<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>#calls</th>
<th>GPU (usec)</th>
<th>GPU time %</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernels make new configurations</td>
<td>101</td>
<td>166,480,692</td>
<td>71.06%</td>
<td></td>
</tr>
<tr>
<td>kernels objectives evaluation</td>
<td>101</td>
<td>58,070,000</td>
<td>24.77%</td>
<td></td>
</tr>
<tr>
<td>kernels fitness assignment</td>
<td>101</td>
<td>7,736,722</td>
<td>3.29%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyHtoA</td>
<td>10</td>
<td>72,467</td>
<td>0.34%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyDtoA</td>
<td>518</td>
<td>93,472</td>
<td>0.33%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyDtoH</td>
<td>202</td>
<td>277,701</td>
<td>0.11%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyHtoA</td>
<td>706</td>
<td>1,520,560</td>
<td>0.64%</td>
<td></td>
</tr>
<tr>
<td>Mem sync memcpyDtoD</td>
<td>303</td>
<td>1,851</td>
<td>0.00%</td>
<td></td>
</tr>
</tbody>
</table>
5.3 Impact of Population Size

Unlike most single objective function optimization applications, where there are usually one or several solutions at the global minimum, the goal of multi-objective functions optimization is to sufficiently sample the solutions at the Pareto optimal front. As a result, the population size is a critical parameter in DE-MCMC, which depends on the complexity of the problem. Typically, in a complex multi-objective optimization problem, a larger population size will lead to a better coverage of the Pareto optimal front. Figure 7(a) shows that using a small population size (256) in DE-MCMC leads to undersampling or gaps in the solutions covering the Pareto optimal front of the ZDT4 test function. Similarly, Figure 8(a) shows that DE-MCMC with a small population size (256) causes missing a Pareto optimal segment in a modified ZDT3 test function described as,

\[
    f_1(x) = x_1 \\
    g(x_2, ..., x_n) = 1 + 9 \cdot \sum_{i=2}^{n} \frac{x_i}{n - 1} \\
    h(f_2, g) = 1 - \sqrt{\frac{f_2}{g}} - (f_2/g) \sin(50\pi f_2) \\
    f_2(x) = g \cdot h(f_1, g)
\]

which has 25 separated Pareto optimal fronts. In contrast, both Figures 7(b) and 8(b) show good coverage of the corresponding Pareto optimal front when a sufficiently large population size (4096) is used in DE-MCMC.

It is also important to notice that in Figures 5 and 6, the CPU implementation of DE-MCMC using population size of 15,360 demands ~159 times and ~15 times more computational time than the program with population size of 1,024 in DTLZ1 test function and protein loop structure sampling problem, respective. In contrast, the computational time in CPU-GPU implementation of DE-MCMC using population size 15,360 is only ~11.5 and ~2.2 times of the one with population size 1,024 in these two test cases. This indicates that the heterogeneous CPU-GPU architecture is cost-efficient in carrying out the DE-MCMC algorithm with large population size.
6. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

In this paper, we present a new multi-objective optimization approach by incorporating DE, an evolutionary scheme, into a population-based MCMC sampler. The DE-MCMC method has demonstrated its effectiveness in a set of test functions, where the MOSCEM algorithm has shown certain deficiency, as well as a protein loop structure sampling problem. Moreover, the DE-MCMC method can be adopted in the SIMT programming paradigm and efficiently take advantage of the emerging many-core architectures such as the GPU.

Although there are a number of existing genetic algorithm-based multi-objective optimization methods, one of the key advantages of MCMC is that the statistics of the Markov chains can be used to determine the important parameters of the algorithm as well as to characterize the optimization process. In our future research, we plan to take advantage of the MCMC analysis tools, such as mixing time [28] and autocorrelation function [29], to study the DE-MCMC algorithm for multi-objective optimization. We expect these tools will be able to help us determine the appropriate population for a particular multi-objective optimization problem and the convergence of optimization process.
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