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Abstract — In this article, we present a new protein structure modeling approach based on multi-scoring functions sampling. The rationale is to integrate multiple carefully-selected physics- or knowledge-based scoring functions to tolerate insensitivity and inaccuracy existing in an individual scoring function so as to improve protein structure modeling accuracy. We apply the multi-scoring function sampling approach to protein loop backbone structure modeling. Our computational results show that sampling the scoring function space of a physics-based soft-sphere potential function and a knowledge-based scoring function based on pairwise atoms distance has led to resolution improvement in the predicted decoy populations in a set of 12-residue benchmark loop targets.

I. INTRODUCTION

Accurately modeling protein or protein complex structures from protein sequences (ab initio protein modeling) is considered as one of the most significant grand challenges that have broad economic and scientific impacts. The theoretical foundation of ab initio protein modeling is the Anfinsen’s thermodynamic hypothesis [1], which states that the native conformation is a unique, stable, and kinetically accessible minimum of the protein energy. Based on the Anfinsen’s thermodynamic hypothesis, currently the ab initio protein modeling efforts are focused on globally optimizing a scoring function describing the protein energy to obtain models close to the native structures.

In practice, due to the difficulty of accurately calculating the energy of large protein or protein complex molecules, many scoring functions have been developed instead to approximate the protein energy. For example, the physics-based scoring functions are designed to estimate various physical interactions; the knowledge-based scoring functions are derived from the statistics of the experimentally-determined conformations within the protein data banks (PDB), and the regression-based scoring functions are developed to combine various physics- or knowledge-based scoring terms using the regression method. Moreover, simplification techniques by reducing protein representation are often used to “soften” or “simplify” the scoring function landscape to facilitate the global optimization process. These approximations or simplifications in scoring functions usually cause certain level of insensitivity or inaccuracy, which may lead to incorrect protein models.

In this article, we put forward a new approach for protein modeling by sampling multiple scoring functions with potentially different resolution. The multi-scoring functions sampling approach can tolerate the insensitivity in individual scoring function and thus increases the chance of discovering native-like, good conformations. We apply the multi-scoring functions sampling approach to protein loop backbone structure modeling by developing a population-based evolutionary algorithm to explore loop conformations using a scoring function based on pair-wise atoms distance and a soft-sphere potential function. Our computational results show RMSD (Root Mean Square Deviation) improvement in the decoys produced by the multi-scoring functions sampling algorithm, which agree with our theoretical analysis.

The rest of the article is organized as follows. The protein modeling scoring functions and their potential inaccuracy are analyzed in Section 2. In Section 3, we illustrate the insensitivity problem in current scoring functions. Section 4 provides the theoretical analysis of the multi-scoring functions sampling approach in protein modeling. We describe the implementation of the population-based evolutionary multi-scoring functions sampling algorithm for protein loop structure modeling and the computational results in Sections 5 and 6, respectively. Finally, Section 7 summarizes our conclusions and future research directions.

II. PROTEIN STRUCTURE MODELING SCORING FUNCTIONS AND THEIR POTENTIAL INACCURACY AND INSENSITIVITY

A. Physics-based Scoring Functions

Ideally, the protein energy would be evaluated with quantum mechanics, in which case the energy function could report the true energy. In computational practice, quantum mechanics is wildly intractable because of the size of protein molecules. As a compromise, artificial scoring functions (force fields) are developed based on classical physics to...
approximate the true energy of molecular systems, such as CHARMM [2], AMBER [3], OPLS [4], and GROMOS [5]. Moreover, the physics-based scoring functions usually yield a rugged scoring function (energy) landscape, which is difficult to search. Simplification techniques such as reducing protein representation are often used to design a less rugged scoring function to facilitate the optimization process. These simplifications may also decrease the resolution of the physics-based scoring functions.

B. Knowledge-based Scoring Functions

Knowledge-based approaches evaluate the increasing number of experimentally determined conformations by statistical means to extract rules on preferred configurations and combinations. These rules are converted into “pseudo-potential” scoring functions for protein modeling. Compared with physics-based scoring functions, the knowledge-based potentials tend to be “softer” to tolerate structural imperfection – allowing better handling of the uncertainties and deficiencies of the computer-generated models [6]. The main problems of knowledge-based scoring functions are from their theoretical assumptions. Knowledge-based scoring functions derive their rules from experimental data typically by applying the inverse Boltzmann law, which is based on the following two important assumptions: 1) the set of known conformations are representative of proteins or protein complexes in general; and 2) the observed frequencies are independent of each other. The first assumption is questionable in most knowledge-based scoring functions – because compared to the unknown conformations, the known ones are an extremely small fraction [7, 8]. Thomas et al. [9] and Kocher et al. [10] also argued that inter-residue interactions are not independent. In consequence, all these may contribute to inaccuracy or insensitivity in knowledge-based scoring functions.

C. Regression-based (Weighted-Sum) Scoring Functions

To take advantage of the knowledge- and physics-based scores, a popular way is to build a linearly combined scoring function by adding up various empirical or physical terms with a particular set of weights. The regression-based scoring function is also called the weighted-sum scoring function. The weights are usually assigned by regression method [11, 12] – fitting predicted and experimentally determined models to a given set of training complexes. A major drawback of the regression method is its dependence on the size, composition and generality of the training set used to derive the weights. Moreover, it is also questionable that the weights are constants or the combinations are linear in general. An even more serious consequence of adding up scoring functions is the possible enlargement of the overall insensitivity regions and generation of more local minima.

III. SENSITIVITY OF SCORING FUNCTIONS

Currently, many existing physics-, knowledge-, or regression-based scoring functions for protein modeling have certain level of accuracy, which can distinguish a far deviated, erroneous conformation from a native-like, good conformation. When coupling with an effective optimization algorithm, a scoring function can usually drive the sampling process to some conformations relatively close to the native conformation. However, because the existing scoring functions are an approximation of the true energy function, when the score is low enough, the scoring functions’ sensitivity decreases. That is, in low score regions, a conformation with a relatively higher score may in fact be a more reasonable structure than the one with a lower score. In practice, the native conformation usually does not exhibit the lowest score when it is put among the decoys generated by computer simulation [13]. Figure 1 shows the conceptual illustration of the scoring function insensitivity problem.

Figure 1: A Conceptual Illustration of Scoring Function Sensitivity

<table>
<thead>
<tr>
<th>RMSD(A)</th>
<th>Rosetta Score</th>
<th>decoy</th>
<th>native</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-410</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-380</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-370</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>-360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-350</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>-340</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a)
IV. SAMPLING MULTIPLE SCORING FUNCTIONS

Due to the protein modeling scoring function insensitivity problem, an optimization process, which is looking for the absolute global minimum in the scoring function, may be misled to undesired conformations and ignore good ones with low but not the lowest scores. To handle this problem, we advocate a new protein structure modeling approach based on sampling multiple physics- or knowledge-based scoring functions instead of globally optimizing an individual scoring function. This is based on our assumption that when multiple good scoring functions are present, the correct, native-like conformations should satisfy most of them by yielding low scores while an incorrect conformation usually may yield low scores in some but not all scoring functions. This assumption is reasonable because most current “good” scoring functions for protein structure modeling do show certain level of accuracy. Efficiently sampling multiple scoring functions can increase the chance of reaching native-like, good conformation candidates, which will eventually lead to protein modeling accuracy improvement.

In multi-scoring functions sampling, the scoring functions $s_1(x), s_2(x), \ldots, s_n(x)$ involved form a scoring function space composed of the Rosetta, dDFIRE, and DOPE scoring functions. The color of the surface represents the RMSD of the corresponding decoy. Although an individual scoring function may exhibit certain insensitivity, decoys that are very close to the native conformation can be found in the common low score areas of the scoring functions, as indicated in Figure 3. This strongly indicates that sampling the common low score areas of multiple scoring functions may improve the chance of reaching conformations with good quality and thereby improve the resolution of the predicted models.

Figure 2 illustrates an example of scoring function insensitivity in protein loop decoys in 1kuh(90:101) provided in Jacobson’s loop decoys library [14] generated by comparative modeling, where the score-RMSD plots of 1,081 decoys using the Rosetta [15] full-atom scoring function, the dDFIRE (dipolar Distance-scaled, Finite-Ideal gas Reference) [16] scoring function, and the DOPE (Discrete Optimized Protein Energy) [17] scoring function are shown. The scores are obtained by evaluating the loop decoys together with the rest of the protein. In any one of these scoring functions, there are a small portion of decoys showing lower scores than the native conformation. Moreover, neither the native conformation nor the native-like decoys (within 0.5Å RMSD from the native conformations) yield the lowest scores in these scoring functions. Such phenomenon can also be found in many other targets listed in Jacobson’s loop decoys library.

Figure 3 shows the interpolated surface of the 1,081 decoys of 1kuh(90:101) represented by points within a function space composed of the Rosetta, dDFIRE, and DOPE scoring functions. The color of the surface represents the RMSD of the corresponding decoy. Although an individual scoring function may exhibit certain insensitivity, decoys that are very close to the native conformation can be found in the common low score areas of the scoring functions, as indicated in Figure 3. This strongly indicates that sampling the common low score areas of multiple scoring functions may improve the chance of reaching conformations with good quality and thereby improve the resolution of the predicted models.
$S(x) = [s_1(x), s_2(x), \ldots, s_n(x)]$, where $x \in C$ is a feasible protein conformation. A conformation $x^* \in C$ is Pareto optimal if and only if there is no $x \in C$ such that $s_i(x) \leq s_i(x^*)$ for all $i \in \{1, 2, \ldots, n\}$, with at least one strict inequality. The set of $x^*$ forms an optimal surface called the Pareto optimal front [18], which include conformations at the global minimum in each individual scoring function as well as non-dominated conformations in different combinations of scores.

Unlike global optimization, which looks for a conformation $x_{\min} = \min_{x \in C}(s_i(x))$ in a single scoring function $s_i(x)$, the goal of multi-scoring functions sampling in protein modeling is to explore the diverse conformations close to solution set $x^*$ at the Pareto optimal front, which yield solution optimality in various combinations of the involved scoring functions. As a result, compared to globally optimizing a single scoring function, efficiently sampling multiple scoring functions to explore the conformations at or near the Pareto optimal front will lead to broader exploration of the protein conformation space, including not only the ones best satisfying individual scoring function but also those satisfying most scoring functions by yielding low scores. This tolerates insensitivity in individual scoring function and thus increases the chance of discovering native-like, good conformations.

The protein energy function has a well-known rugged, “funnel-like” landscape with large number of deep local minima hierarchically disposed [19]. In protein modeling using global optimization, an optimization process may be trapped in a deep local minimum and cannot escape in practical time. This phenomenon is referred to as the “waiting-time dilemma.” [20] Compared to global optimization, multi-scoring functions sampling has a faster barrier-crossing capability. This is due to the fact that when multiple scoring functions are involved, a deep local minimum in one scoring function may not be a local minimum in another. When a population-based operation such as genetic-algorithm-style crossover or replica exchange [21] is applied, a conformation in a deep local minimum of a scoring function may be switched to another scoring function where its score is no longer a local minimum. This will increase the chance of jumping out of deep local minima in a scoring function. Figure 4 depicts a scenario that a replica exchange between two scoring functions helps escape deep local minima. Taking advantage of multiple available scoring functions to help the sampling process escape the deep local minima in one scoring function are also discussed in [27].

Figure 4: Replica exchange helps simulation process to escape deep local minima

Compared to optimizing a weighted-sum scoring function that combines multiple scoring terms, the multi-scoring functions sampling does not require estimation of weights. More importantly, multi-scoring functions sampling has potentially broader exploration of the protein loop conformation space with low scores than weighted-sum scoring function optimization. This is due to the fact that the weighted sum approach cannot find certain Pareto optimal conformations in the case of a concave Pareto optimal front [18].

The minor drawback of multi-scoring functions sampling is its computational cost, which is higher than optimizing a single scoring function due to the requirement of evaluating multiple scoring functions.
V. Multi-scoring Functions Sampling vs. Sampling a Weighted-Sum Scoring Function

Optimizing a weighted-sum scoring (energy) function is a popular approach in protein structure modeling to combine multiple scores. The weighted-sum scoring function is built by linearly combining various knowledge- or physics-based scoring terms by a particular set of weights, which are usually derived by the regression methods. Our analysis shows, theoretically, multi-scoring functions sampling has major advantages compared to weighted-sum scoring function optimization.

![Diagram showing a scenario of a concave Pareto optimal front where a weighted-sum function optimization may fail to find some Pareto-optimal solutions](image)

Figure 5: Scenario of a concave Pareto optimal front where a weighted-sum approach will fail to find some Pareto-optimal solutions

First of all, multi-scoring functions sampling has potentially broader exploration of the protein loop conformation space with low scores than weighted-sum scoring function optimization. This is due to the fact that the weighted sum approach cannot find certain Pareto optimal conformations in the case of a concave Pareto optimal front [20]. Figure 5 shows a conceptual scenario of a concave search space of two hypothetical scoring functions S1 and S2. When a set of weights are selected, a contour line is formed and the minimum solution of the weighted sum function corresponds to a solution on the Pareto optimal front, which is a tangent point of the contour line and the solution space. However, there exists no contour line that can produce a tangent point with the feasible solution space in the region BC in the Pareto optimal front. This is because before a tangent point is reached in BC, the contour line becomes a tangent at another point at AB or CD, which yields a lower weighted-sum function value. In other words, in weighted-sum function optimization, solutions in AB or CD will attract the optimization process to drive away from solutions in BC. The concave Pareto optimal front may still exist even a nonlinear function is used to combined various terms. In contrast, an efficient multi-scoring functions sampling approach can produce solutions at a concave Pareto optimal front, which thus leads to broader exploration of potentially good conformations in the protein conformation space.

Secondly, multi-scoring functions sampling can avoid problem due to scoring functions overlapping. Another problem of weighted-sum scoring function is its potentially over-counting of the same interaction scoring terms. This is due to terms, particularly the statistical ones, used in the weighted-sum scoring function that may have a common component. Without loss of generality, let us consider two scoring functions $S_1 = s_1 + s$ and $S_2 = s_2 + s$, where $s$ is a common component and $s_1$ and $s_2$ are complementary components for $S_1$ and $S_2$, respectively. A weighted-sum approach using $S_1$ and $S_2$ will produce a scoring function $S = w_1S_1 + w_2S_2 = w_1s_1 + w_2s_2 + (w_1 + w_2)s$, where the common component $s$ is over-counted. In contrast, multi-scoring functions sampling can address the over-counting issue naturally. Sampling multiple scoring functions $S_1$ and $S_2$ will lead to minimization of the common component $s$ and sampling the Pareto optimal front of $s_1$ and $s_2$, where $s$ will not be over-counted.

Finally, compared to weighted-sum scoring function optimization, multi-scoring functions sampling has the advantage of no weight determination required and no assumption of linear-combined weights.

VI. Population-based Evolutionary Multi-scoring Functions Sampling Algorithm for Protein Loop Structure Modeling

To demonstrate the effectiveness of multi-scoring functions sampling, we develop a population-based evolutionary algorithm to sample the loop backbone conformation space. A statistical pair-wise atoms distance-based scoring function [22] (knowledge-based) and a soft-sphere potential function [23] (physics-based) are employed to form the scoring function space.

Initially, a population with $N$ conformations, $C_1$, ..., $C_N$, is randomly generated. Each loop structure conformation $C_k$ with $n$ residues is represented by a vector $\theta_k = (\theta_{1k}, ..., \theta_{nk})$, which corresponds the backbone dihedral angles of $(\phi_k, \psi_k, ..., \omega_k)$. For simplicity, the dihedral angles of $\omega_k$ are kept constants at their average value of $180^\circ$ while the bond angles and bond lengths are also remain constant. The greedy-heuristic Cyclic Coordinate Descent (CCD) algorithm [24] is applied to each conformation to adjust the dihedral angles so that the loop closure condition [26] is satisfied. Scores for multiple scoring functions $s(.)$ are evaluated for each conformation. Then, the relationship of each conformation pair $C_p$ and $C_q$ is evaluated according to...
the dominance relation, which is generally defined as in [18] and below:

“A conformation $C_p$ is said to (strongly) dominate another conformation $C_q$ ($C_p \succ C_q$) if both conditions i) and ii) are satisfied:

i). for each scoring function $s_i(.)$, $s_i(C_p) \leq s_i(C_q)$ holds for all $i$;

ii). there is at least one scoring function $s_j(.)$ where $s_j(C_p) < s_j(C_q)$ is satisfied.”

Let $D(C_i)$ denote the number of conformations in the population that $C_i$ dominates. It is easy to prove that $D(C_p) > D(C_q)$ if $C_p \succ C_q$. Then, the $N$ conformations in the population can be ranked in the decreasing order of $D(C_i)$ — a conformation dominating more other conformations will have a higher rank.

The probability that a conformation $C_k$ is selected for reproduction, $P(C_k)$, is

$$P(C_k) = \frac{D(C_k)}{\sum_{i=1}^{N} D(C_i)}.$$  

We implement two methods to generate new conformations, including 1) mutation: permuting randomly selected dihedral angles of an old conformation; and 2) crossover: swapping part of the corresponding dihedral angle vectors between two old conformations. Again, the CCD algorithm is applied to every newly generated conformation by adjusting its dihedral angles to guarantee satisfaction of the loop closure condition. The top-ranked $M$ conformations and the newly generated $N - M$ conformations form the new population and replace the old one.

The above procedure is repeated until convergence is observed in the population. Convergence is estimated by evaluating the likelihood of conformations within a population. The likelihood of two conformations $C_p$ and $C_q$, $L(C_p, C_q)$, is measured by the RMSD value of the corresponding $C\alpha$ atoms. The convergence in a population is reached if the $M$ top-ranked conformations yield similar structures, i.e.,

$$\max_{1\leq p\leq M, 1\leq q\leq M, \text{mrg}} L(C_p, C_q) < \delta,$$

where $\delta$ is a threshold constant. The conformation with the highest rank is then outputted as a decoy.

The descriptive pseudo code of the population-based diversified sampling algorithm is described as follows. The program is executed repeatedly with different initial conformations to produce a set of decoys.

Initialize $N$ conformations, $C_1$, ..., $C_n$, randomly
For each conformation $C_i$

Adjust dihedral angles of $C_i$ to satisfy loop closure using CCD
Repeat {
    For each conformation $C_i$
        For each scoring function $s_i(.)$
            Evaluate $s_i(C_i)$
            $D(C_i) = 0$
        }
    For each pair of conformations $C_p$ and $C_q$
        Evaluate the dominance relationship between $C_p$ and $C_q$
        If $C_p \succ C_q$, $D(C_p)++$
        If $C_p \prec C_q$, $D(C_q)++$
    Sort $C_1$, ..., $C_n$ so that $D(C_1) \geq D(C_2) \geq ... \geq D(C_n)$
    Generate $N - M$ new conformations, $C_{n+1}', ..., C_n'$
    For each conformation $C_i'$ in $C_{n+1}', ..., C_n'$
        Adjust dihedral angles of $C_i'$ to satisfy loop closure
        Keep $C_1$, ..., $C_n$ in the population and replace $C_1', ..., C_n'$ with $C_{n+1}', ..., C_n'$
    Until convergence
Output the conformation with the highest rank as a decoy

VII. COMPUTATIONAL RESULTS IN PROTEIN LOOP STRUCTURE MODELING

Table 1 shows the average RMSD of the 1,000 decoys in the 17 12-residue targets listed in Jacobson’s loop decoys library [14] generated based on multi-scoring functions sampling in comparison with those generated by optimizing the distance-based scoring function, the soft-sphere potential, and the weighted-sum scoring function. The weights of the weighted-sum scoring function are determined by a regression method based on the native loop structures in the benchmark library. Compared to optimizing single scoring function or weighted-sum scoring function, the multi-scoring functions sampling strategy yields averagely 0.16Å–0.41Å shift toward the native in the RMSD distribution of its decoys. In the targets of 1akz(181:192), 1lxh(160:171), 1dad(204:215), and 5nul(54:65), such RMSD shifts toward native in multi-scoring functions sampling are greater than or close to 0.5Å. There is no significantly adverse RMSD shift in these targets in multi-scoring functions sampling. More importantly, sampling multiple scoring functions leads to enhanced chance of reaching decoys with good quality. Table 1 also shows improved average RMSD of the best decoys generated in multi-scoring functions sampling.
Table 1: The best and average backbone RMSD(A) of the 1,000 decoys generated by multi-scoring functions sampling, optimizing in each individual scoring function as well as the weighted-sum scoring function in 12-residue loops

<table>
<thead>
<tr>
<th>PDB</th>
<th>Start Res.</th>
<th>End Res.</th>
<th>Multi-Scoring Functions Sampling</th>
<th>Soft-Sphere Potential Function</th>
<th>Distance-based Scoring Function</th>
<th>Weighted-Sum Scoring Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1akz</td>
<td>181</td>
<td>192</td>
<td>1.19</td>
<td>2.62</td>
<td>2.07</td>
<td>3.78</td>
</tr>
<tr>
<td>1ixh</td>
<td>160</td>
<td>171</td>
<td>1.51</td>
<td>3.93</td>
<td>2.80</td>
<td>4.76</td>
</tr>
<tr>
<td>1cez</td>
<td>40</td>
<td>51</td>
<td>1.78</td>
<td>3.77</td>
<td>2.28</td>
<td>4.10</td>
</tr>
<tr>
<td>5pti</td>
<td>36</td>
<td>47</td>
<td>1.61</td>
<td>3.25</td>
<td>1.66</td>
<td>3.86</td>
</tr>
<tr>
<td>1rge</td>
<td>57</td>
<td>68</td>
<td>1.00</td>
<td>2.61</td>
<td>1.71</td>
<td>3.52</td>
</tr>
<tr>
<td>1arb</td>
<td>74</td>
<td>85</td>
<td>1.37</td>
<td>2.66</td>
<td>1.46</td>
<td>2.92</td>
</tr>
<tr>
<td>7rsa</td>
<td>13</td>
<td>24</td>
<td>1.50</td>
<td>3.02</td>
<td>2.15</td>
<td>3.77</td>
</tr>
<tr>
<td>1xyz</td>
<td>813</td>
<td>824</td>
<td>1.51</td>
<td>3.67</td>
<td>1.60</td>
<td>3.52</td>
</tr>
<tr>
<td>1cey</td>
<td>32</td>
<td>43</td>
<td>1.34</td>
<td>3.52</td>
<td>1.63</td>
<td>3.35</td>
</tr>
<tr>
<td>153l</td>
<td>98</td>
<td>109</td>
<td>1.79</td>
<td>3.32</td>
<td>2.07</td>
<td>3.82</td>
</tr>
<tr>
<td>1bkf</td>
<td>9</td>
<td>20</td>
<td>1.10</td>
<td>2.85</td>
<td>1.59</td>
<td>3.32</td>
</tr>
<tr>
<td>1dad</td>
<td>204</td>
<td>215</td>
<td>1.42</td>
<td>2.76</td>
<td>1.98</td>
<td>3.68</td>
</tr>
<tr>
<td>1dim</td>
<td>213</td>
<td>224</td>
<td>1.10</td>
<td>3.46</td>
<td>1.73</td>
<td>3.61</td>
</tr>
<tr>
<td>1kuh</td>
<td>90</td>
<td>101</td>
<td>1.21</td>
<td>2.55</td>
<td>1.64</td>
<td>2.95</td>
</tr>
<tr>
<td>2ayh</td>
<td>21</td>
<td>32</td>
<td>1.67</td>
<td>3.26</td>
<td>1.64</td>
<td>3.11</td>
</tr>
<tr>
<td>351c</td>
<td>15</td>
<td>26</td>
<td>1.91</td>
<td>4.30</td>
<td>1.37</td>
<td>3.72</td>
</tr>
<tr>
<td>5mul</td>
<td>54</td>
<td>65</td>
<td>2.14</td>
<td>4.38</td>
<td>2.39</td>
<td>5.13</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>1.48</td>
<td>3.29</td>
<td>1.87</td>
<td>3.70</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td></td>
<td></td>
<td>0.31</td>
<td>0.59</td>
<td>0.38</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Figure 6: RMSD distributions in 1,000 decoys generated by multi-scoring functions sampling, optimizing distance-based scoring function, soft-sphere potential, and weighted-sum scoring function in protein loop targets of 1akz(181:192), 1rge(57:68), and 7rsa(13:24)

Figure 6 shows the RMSD distributions of 1,000 decoys generated by various sampling/optimization methods in loop targets 1akz(181:192), 1rge(57:68), and 7rsa(13:24) respectively. In these plots, one can find that in optimizing the soft-sphere potential function, distance-based scoring function, or the weighted-sum scoring function, although the “good”, native-like conformations (RMSD < 2.0A) can be occasionally reached, the optimization method also produces large population of “bad” decoys (RMSD > 4.0A). This is because the “bad” decoys yield low scores in a single
scoring function due to the scoring function insensitivity problem. In contrast, the numbers of “bad” decoys are greatly reduced or even eliminated while the populations of native-like, “good” decoys are significantly larger in multi-scoring function sampling strategy. Our computational results indicate that the multi-scoring functions sampling strategy can tolerate insensitivity in an individual scoring function, because the decoys produced by the multi-scoring function sampling method are supposed to “satisfy” multiple scoring functions by yielding low scores. The increased “good” decoy population in multi-scoring functions sampling will enhance the chance of eventually generating high-resolution models in future clustering and structure refinement operations [25].

VIII. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

In this paper, we advocate a new protein conformation sampling approach based on multi-scoring functions sampling to address the scoring function insensitivity problem. By carefully selecting multiple physics- or knowledge-based scoring functions, the multi-scoring functions sampling approach intends to broadly explore the potentially “good” conformations in the protein conformation space and tolerate insensitivity in a single scoring function. We apply the multi-scoring functions sampling approach to modeling the backbone structure of long protein loops. Our population-based evolutionary algorithm using a distance-based scoring function and a soft-sphere potential function has shown increased “good” loop decoy production compared to optimizing an individual or weighted-sum scoring function.

Our future research directions include improving the efficiency and diversity of the multi-scoring functions sampling algorithms to sample conformations near/at the Pareto optimal front and applying the multi-scoring function strategy to more challenging protein modeling problems, such as ab initio protein folding, protein-ligand docking, and protein-protein interactions.
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