Template-based Prediction of Protein 8-state Secondary Structures
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Abstract — Accurately predicting protein secondary structures is important to many protein structure modeling applications. In this paper, we investigate a template-based approach to enhance 8-state secondary structure prediction accuracy. The rationale is to construct structural templates from known protein structures with certain sequence similarity. The information contained in templates is then incorporated as features with sequence, evolutionary, and heuristic information to train neural networks. Our computational results show that templates containing structural information are effective features to enhance 8-state secondary structure prediction. A 7-fold cross-validated Q8 score of 78.85% is obtained.
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I. INTRODUCTION

An important intermediate step in modeling the three-dimensional structure of a protein is to accurately predict the secondary structures [1]. Most often, the secondary structures are classified into three general states, i.e., helices (H), strands (E), and coils (C). Correspondingly, performance of secondary structure prediction is typically measured by the Q3 accuracy. Many machine learning methods, including neural networks, hidden Markov chains, support vector machines, have been developed to predict secondary structures. Correspondingly, there are many secondary structure prediction servers available, including PSI-Pred [2], PHD [3], Porter [4], JPred [5], SSPRO [6], NETSURF [7], and many others. The modern secondary structure prediction servers can generate prediction results of ~ 80% Q3 accuracy.

Compared to the general three secondary structure states, the DSSP program [8] has more detailed classifications by assigning secondary structures to eight states, including 3-10 helix (G), α-helix (H), π-helix (I), β-stand (E), bridge (B), turn (T), bend (S), and others (C). The 8-state secondary structures convey more precise structural information than 3-state, which is particularly important for a variety of applications.

Most current secondary structure prediction methods, including those for 8-state predictions [6, 9], do not rely on similarity to known protein structures. However, many protein sequences have some degree of similarity among themselves. Actually, over half of all known protein sequences have some detectable similarity (> 25%) to one or more sequences of known structures [10]. Consequently, taking advantage of structural similarity of proteins with sequence similarity may lead to significant improvement of protein structure prediction. In fact, the latest version of porter has used homology-based templates for 3-state secondary structure prediction [10]. Porter has been reported to achieve prediction accuracy improvement when known structures with >30% sequence similarity are available and even reach theoretical upper bound when such sequence similarity is higher than 50%.

In this paper, we investigate a template-based method for 8-state secondary structure prediction. We extract structural information from known structures of chains with certain sequence similarity to build structural templates. Then, the structural template is incorporated as features together with sequence, evolutionary, and heuristic information for neural network training and validation. We test our prediction method on several popularly used benchmarks.

II. MATERIALS AND METHODS

A. The Protein Data Sets

We use the protein dataset Cull5547 from PISCES server [11] for neural network training. Cull5547 contains 5547 protein chains with at most 25% sequence identity and 2.0Å resolution cutoff. Public benchmarks, including CB513 [12], Manesh215 [13], Carugo338 [14], and CASP9 targets [15] are used to benchmark our method.

B. Template Construction

For a given protein sequence target, PSI-BLAST [16] is used to search against the NR (Non-Redundant) database with E-value=0.001 and at most 3 iterations to generate the PSSM (Position Specific Scoring Matrix) data. Then, the PSSM is used to search against the Protein Data Bank (PDB) [17] for alignments with E-value=10.0. If known structures are available in PDB, their 8-state assignments are determined by the DSSP program and then a structural template is built for the correspondent residue positions.

C. Encoding and Neural Network Model

We use a window size of 15 residues for input encodings. Each residue is represented with 20 values from the PSSM data, 1 extra input to indicate if the residue window overlaps C- or N-terminal, 1 value for degree of similarity, and 8 values for structural information from template or context-based secondary structure scores. For a residue with available structural information, the corresponding secondary structure state is set to 1 while the other states are set to 0. At the same time, the degree of similarity is set for the sequence similarity. On the other hand, if the structural information for a resi-
due is not available, the degree of similarity is set to 0 and the context-based scores are incorporated instead. The context-based scores are heuristic statistics to specify the favorability of a residue adopting a certain secondary structure in its amino acid context. Detailed description of generating context-based scores can be found in [18].

We incorporate two phases of standard feed-forward neural network training. We use 7-fold cross validation on the training of protein sets. Q8 and SOV8 (Segment overlap [19]) scores are used to measure the prediction qualities.

### III. RESULTS AND DISCUSSIONS

Upon the selection of the best alignment with similarity < 95% for all chains in Cull5547, an overall of 78.85% Q8 accuracy and 80.10% SOV8 accuracy are achieved in 7-fold cross validation. Table 1 compares the accuracy of using predictions with and without templates on the benchmarks. Clearly, when homology structural information is available, the prediction accuracy is significantly improved.

| Table 1. Comparison between 8-state predictions with and without template on CB513, CASP9, MANESH215, and CARUGO338 |
|-------------------|-------------------|-------------------|-------------------|
|                   | CHS13             | CASP9             | MANESH215         | CARUGO338         |
| Q8                |                   |                   |                   |
| No Template       | 67.22             | 71.54             | 69.71             | 68.44             |
| With Template     | 79.39             | 76.36             | 81.10             | 80.39             |
| SOV8              |                   |                   |                   |
| No Template       | 67.66             | 73.47             | 70.79             | 69.50             |
| With Template     | 80.64             | 78.15             | 82.99             | 81.95             |

### IV. CONCLUSIONS

We describe a template-based approach to enhance 8-state secondary structure prediction accuracy in this paper. Our computational results show that the templates can help improve the prediction accuracy. Overall, 78.85% Q8 and 80.10% SOV8 accuracies are achieved in 7-fold cross validation. The effectiveness of using templates has been demonstrated on the benchmarks. A webserver (C8-Scorpion) implementing 8-state secondary structure prediction is available at http://hpcr.cs.odu.edu/c8scorpion. The integration of template-based prediction into the C8-Scorpion webserver is currently under development.
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