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Abstract
Public digital media can often mix factual information with fake
scientific news, which is typically difficult to pinpoint, especially
for non-professionals. These scientific news articles create illusions,
misconceptions and ultimately influence the public opinion, with
serious consequences even at a much broader, societal scale. Yet,
the existing solutions aimed at automatically verifying the credi-
bility of news articles are still unsatisfactory. We propose to verify
scientific news by retrieving and analyzing its most relevant source
papers from an academic digital library (DL), e.g., arXiv. Instead
of querying news keywords or regular named entities, we query
domain knowledge entities (DKEs) extracted from the given sci-
entific news article. For each DKE, we retrieve a list of candidate
scholarly papers. We then design a function to rank candidate pa-
pers to select the most relevant scholarly paper. After exploring
various representations, we found that the term frequency-inverse
document frequency (TF-IDF) representation with cosine similarity
could outperform other baseline models. This result demonstrates
the efficacy of using DKE to retrieve scientific papers which are
relevant to a specific news article. It also indicates that word em-
bedding may not be the best document representation for domain
knowledge retrieval tasks. Our method is fully automated and can
be effectively applied to detect fake and misinformed news across
many scientific domains.
CCS Concepts
• Information systems → World Wide Web; Content ranking;
Information retrieval; • Computing methodologies → Artificial
intelligence;
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1 Introduction
The phenomenon of spreading scientific misinformation to the
public is not new. The discrepancies between public opinion and
the scientific consensus on topics such as vaccine safety or climate
change have existed for a long time [15]. Nowadays, people receive a
large amount of information through social media and news portals
through subscriptions and recommendations. Statistics indicate
that 62% of U.S. adults were exposed to news on social media in
2016 as opposed to only 49% in 20121. Through the widespread
social media and mobile devices, misleading and fabricated news
becomes easier, leading to illusion, confusion and, in some extreme
cases, even violence.

Different from political news, people, in general, have higher
confidence in scientific news as it is supposed to be backed by sci-
entific theorems, experiments, and observations. However, news
audiences may not have necessary domain knowledge to discrim-
inate scientific news that contains exaggerated, distorted, or mis-
interpreted assertions that lack scientific evidence. For example, a
news web site called newswatch33.com published an article that
claimed NASA confirms earth will experience 15 days of complete
darkness in November 2015. This news was a hoax 2 but it became
viral on digital media (Facebook) and made many people panic 3.
To prevent this type of scientific news from being disseminated
beyond control, and mitigate its potential detriment to society, we
need a mechanism to check its credibility (truthfulness).

Fact-checking services are already available at several websites,
e.g., www.snopes.com and www.factcheck.org, however, these ser-
vices trace provenance through laborious, fully manual web brows-
ing, and cross-verification procedures. There are computational
models developed to automatically detect fake news [16]. The
majority of these models rely on news contents such as the au-
thor/publisher, headline, body text, images, and videos. Compu-
tationally oriented fact-checking methods try to solve two major
issues: identifying check-worth claims and discriminating the cred-
ibility of fact claims. There is a lack of automatic fact-checking
algorithms that can assess the credibility of scientific news articles
using provenance scholarly papers.

The above task can be accomplished in two steps. First, given a
vast amount of scholarly papers, how can one find themost relevant
ones pertaining to a scientific news article?. Second, we need to
examine and compare the statements in the research paper and
the news article to judge whether the latter are supported or not
supported by the former. In this work, we focus on the first task.
1http://www.journalism.org/2016/05/26/news-use-across-social-media-platforms-
2016/
2https://www.snopes.com/fact-check/15-days-darkness-november
3https://bit.ly/2Tfmp0I
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Several challenges are identified. (1) There is not a digital library
search engine API that can provide search service of a complete
dataset of research papers, especially the most updated ones. (2)
For a particular search API such as the arXiv.org, the ranking mech-
anism is proprietary. The results returned can be query dependent.
Therefore, the key challenge is to find the signature terms that co-
exist in the scientific news article and certain research papers. We
propose to use domain knowledge entities (DKEs) extracted from
a news article as search engine queries. (3) The results returned
by search engines are only candidate papers. Thus, it is necessary
to design a function to rank candidate papers depending on their
similarity to the news article.
2 Related Work
Fake news detection can be formalized into a classification problem,
typically tackled through two major approaches [5]. In linguistic
approaches, deceptive messages are extracted and analyzed with the
associate language patterns. Bag of words, deep syntax, semantic
analysis are instances of models for these approaches. Network-
based approaches use network information such as message meta-
data, structured knowledge queries, and users reactions to detect
fake news [5]. News content and social context are the two major
sources of features. For example, a ranking approach was proposed
to detect fake tweets with multimedia contents [1]. The proposed
system calculates the legitimacy score of a tweet with respect to
another tweet in the same topic. An automatic rumor verification
algorithm was proposed using a new set of features that capture
the semantic similarity between the rumors and the external infor-
mation. In [17], these results were further improved, by applying
transfer learning. A framework for misleading articles verification
on Facebook was proposed [12], which uses regular expressions
to group sentences with an intransitive verb and sentences ending
with question marks. However, none of them verified news articles
with scholarly papers.

In a recent article closely related to our work, a method was
proposed to recommend research articles in PubMed to consumers
of online vaccine information [7]. Articles are ranked using an
approach called canonical correlation analysis (CCA). However,
this approach failed to beat the baseline, which is a simple, TF-IDF
based method. The best CCA-based approach ranks the matching
source articles first for 14% and in the top 50 for only 38%.

Our method is different from existing works in the following
aspects. First, instead of using regular keyphrase extractors, such
as TextRank, we will use the DKE extractor that extracts entities
reflecting domain knowledge , and, therefore, representing better
signature phrases to query relevant research papers. Second, our
approach capitalizes on a search API for news articles spanning
across multiple domains, instead of relying just on a local digital
repository.
3 Methods
3.1 Domain Knowledge Entity (DKE)
Before describing the system, we introduce a special type of entity
called domain knowledge entity or DKE. DKEs are noun phrases
that deliver domain knowledge. They are different from regular
named entities such as people, organization, and locations, extracted
by commonly used Name Entity Recognition (NER) tools [8]. Those

Figure 1: The top level architecture of our system using DKEs to
query a search engine API, retrieve and rerank candidate papers.
The ranking scores are calculated by cosine similarities between
vector representations of paper abstracts Vp and news article Vn .

named entities deliver general knowledge that usually does not
require domain knowledge to understand. DKEs are also different
from keyphrases. Keyphrases provide a top-level understanding of
the entire article. DKEs provide a fine-grained description of the
main relevant objects in an article. Statistically, a research article
may contain 3-10 keyphrases, but one paragraph may contain 10
or more DKEs. For example, in To spot these two new wanderers,
Warsaw University astronomers used a technique called gravitational
microlensing.,Warsaw University is a regular named entity referring
to an organization while gravitational microlensing is a DKE.
3.2 System Architecture
The system depicted in Figure 1 consists of 3 modules: preprocess-
ing, candidate paper retrieval (CPR), and paper reranking (PRR).

In the preprocessing module, the HTML page of a news article
is first downloaded and the body text is extracted from the HTML
file. After that, the news article is tokenized and part-of-speech
(POS)-tagged using the Stanford POS tagger [8].

In the CPR module, we extract DKEs from the news article
body text using the method described below. The motivation to use
DKEs instead of regular named entities or keyphrases to search
relevant scholarly papers is that they are better at representing the
research article and thus can quickly narrow down search results
to a relatively small space. We query extracted DKEs for scholarly
papers against an online search engine API. In this work, we query
the search API on arXiv.org, a popular platform for researchers to
submit pre-printed papers before/after they are officially published.
It has a vast database of more than 1 millions research papers in
a variety of fields focusing on physics, mathematics, computer
science, biology, etc. The digital library offers a free API, through
which we can get scholarly paper metadata such as titles, abstracts,
authors, submission dates, and arXiv URLs. To maximize the recall,
each query contains only 1 DKE and we retrieve the top 10 results
for each query. Because search results of multiple queries may
overlap, we remove duplicate papers by titles and authors to merge
all results to the final candidate list of papers.

In the PRRmodule, abstracts of candidate papers and the given
news report are represented by vectors. Candidate papers obtained
in the CPR module are sorted by their cosine similarities to the
news article. The candidate paper with the highest score is taken
as the most relevant paper to the news article. The way to con-
struct the vector representation can obviously have a huge impact
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on the ranking results. We investigate the basic TF-IDF and the
pre-trained word embedding (WE) models. WE is a vector repre-
sentation method that converts texts to a lower dimension dense
vector [11]. WE has already shown promising result in information
retrieval system [14] in learning-to-rank tasks [19].
3.3 Data
We collect 50 scientific news articles mostly from ScienceAlert,
ScienceNews, EurekAlert and forbes4. Each article includes a hy-
perlink to the supportive scholarly papers. For example, a scientific
news article in ScienceAlert titled A Physicist Has Proposed a Pretty
Depressing Explanation For Why We Never See Aliens talked about
aliens. The claims of this article were backed by a scholarly paper
titled “First in, last out” solution to the Fermi Paradox. The average
length of news articles is about 900–1000 words. The collected ar-
ticles are from a variety of domains such as astronomy, biology,
environment, computer science, and medicine.

The HTML files were preprocessed. Many HTML files were from
the same website and thus followed the same templates, so it is rela-
tively straightforward to build a custom parser to extract the desired
fields from those files, such as the authors, dates published, and
news titles. All of the information was stored in JSON format. Then
we remove stop words, white space, special symbols, and special
characters (#,[],$, etc.) using regular expressions. As a prerequisite
for DKE extraction, regular text normalization is performed such
as sentence segmentation, tokenization, and POS-tagging.

We used the SemEval2017 competition Task 10 dataset to train
our DKE extractor [2]. This dataset contains about 350 paragraphs
extracted from ScienceDirect scholarly articles in Computer Science,
Material Science , Physics and used for training our DKEs.
3.4 Domain Knowledge Entity Extraction
The DKE extractor used in this paper was adopted partially from the
domain entity extractor described in [18], which proposed a hybrid
architecture using non-sequential and sequential classifiers. As a
preliminary study, we adopt the sequential component in which a
conditional random field (CRF) model was trained based on labeled
paragraphs in our training dataset. There are 9 features such as the
current token, tokens within a boundary of 2 tokens, POS tags, and
the word suffices.

Because the CRF model above was trained on a corpus of sci-
entific papers, when applied on news articles, the model extracts
regular named entities. For example, “Neptune”,“UK” are both ex-
tracted as DKEs by the CRF model but UK, a country name, is a
regular named entity. We use the NLTK-NER package to identify
these named entities and excluded them from the list. This effec-
tively increases the precision of DKE extraction. On the other hand,
we also notice that the CRF model misses a fraction of DKEs. For
example, a news article titled Scientists Have Connected The Brains
of 3 People, Enabling Them to Share Thoughts claimed that “using
BrainNet algorithm 3 people can share their thoughts through EEG”.
Here “BrainNet” is the pivotal DKE but is failed to be extracted,
effectively decrease the recall. To cope with this issue, we added the
top 25% of named entities with the highest IDF values extracted by
NLTK-NER. The IDF values of these named entities are calculated

4ScienceAlert: https://www.sciencealert.com/; ScienceNews: https://www.sciencenews.
org/; EurekAlert: https://www.eurekalert.org/; forbes:www.forbes.com

using abstracts from Web of Science (WoS). In the example above,
“BrainNet” was added back to the list because it has a high IDF.
3.5 Candidate Paper Retrieval (CPR)
In the CPR module, we query the arXiv search API for relevant
candidate papers using the extracted DKEs. To demonstrate the
efficacy of DKEs, we compare DKEs with two baselines.
(1) TextRank is a graph-based algorithm to extract keyphrases.
The idea was inspired by the Google’s PageRank algorithm [9](2)
Stanford NER is an annotator of the Stanford CoreNLP toolkit [8].
The output contains named entities of 3 types: Person, Organization,
and Location.
The top 10 results returned are retrieved for each query. For each
article, there are 35-40 DKEs extracted (after adjustment by NLTK-
NER results), so roughly 350-400 candidate scholarly papers that
are ranked in the PRR module.
3.6 Paper Reranking (PRR)
In the PRR module, a ranking function is designed to compare the
overall semantic similarity of a given news article with candidate
papers retrieved in the CPRmodule. We use abstracts for each paper
because the full text is not always accessible. Each pre-processed
news article can be represented as vectors Vn using TF-IDF or pre-
trained word embedding (WE) models. Similarly, each candidate
paper can be represented using a vector Vp . We then calculate the
cosine similarity between Vn and Vp (Figure 1).
(1) TF-IDF. A document is represented by a sparse vector contain-
ing |V | elements, |V | being the vocabulary size of a retrieval corpus.
A retrieval corpus contains a news article and the abstracts of all
candidate papers. The TF-IDF value for each term is calculated
based on the retrieval corpus it belongs to.
(2) Word2vec was trained on 100 billion Google News words [10].
At first, sentences are tokenized, and then each token is represented
as a 300 dimensional vector using the pre-trained Skip Gram model.
The representation of the document is obtained by calculating the
arithmetic average of vectors of all tokens.
(3) GloVe learns word representations from the co-occurrence ma-
trix. It is trained on 6 billion tokens [13]. We apply GloVe in a similar
way as Word2vec. The dimension of each vector is 50.
(4) BERT was trained on Wikipedia and Book Corpus dataset
consisting of 10,000 different genres and its vector representa-
tion is context-dependent [6]. We apply BERT in a similar way
as Word2vec. The dimension of each vector is 768.
(5) USE (Universal sentence encoder) was trained on the SNLI cor-
pus consists of 570k human-written English sentence pairs and the
semantic similarity between each pair [3]. A document is repre-
sented by the arithmetic average of vectors for all sentences. The
dimension of each vector is 512.
3.7 Evaluation
Three methods are used for evaluation. The first is the mean recip-
rocal rank (MRR), defined as: MRR = (

∑
1/rank(i)) /Q , in which

Q is the total number of queries and rank(i) is position of the first
relevant item. MRR assumes there is only one relevant document in
search results of each query. However, there are queries that return
multiple relevant documents, so we use the average normalized dis-
counted cumulative gain (NDCG) with the binary graded relevance
(0 or 1). We also calculate the percentages of relevant documents
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within the top 1, 5, 20, and 50 results returned. We also measure
the running time for each method if possible.

Table 1: A comparison of models investigated.

Repres. Query % of relevant papers MRR Average Time
method Type at Ranks 1/5/20/50 NDCG (sec)

Baseline1 – 14%/–/–/38% – – –
TF-IDF KP2 18%/22%/34%/34% 0.23 0.27 0.03
TF-IDF NE3 26%/32%/36%/36% 0.29 0.34 0.03
TF-IDF DKE 38%/54%/66%/ 72% 0.47 0.57 0.03

Word2vec DKE 22%/44%/58%/64% 0.34 0.42 0.33
GloVe DKE 12%/32%/36%/48% 0.22 0.29 6.46
BERT DKE 6%/12%/28%/46% 0.13 0.24 108.7
USE DKE 30%/48%/64%/68% 0.39 0.43 1611

1 Quoted from [7]. The specific corpus used is not available, making it
impossible to make a fair comparison.
2 Keyphrases extracted using TextRank [9].
3 Named entities extracted using Stanford CoreNLP. [8].

4 Results and Discussions
In the experiment results (Table 1), it is evident that TF-IDF repre-
sentations of papers returned by querying DKEs achieve the best
performance, followed by the sentence encoder (USE). However,
the latter takes a dramatically long time, so it is impractical to
build a search system based on it. DKE based Word2vec finishes the
ranking in subsecond time, but the top rank fractions, MRR, and
average NDCG are lower than the DKE based TF-IDF method. The
BERT representation takes the second-longest time but achieves
the worst performance in 3 evaluation metrics.

For certain news articles5, DKE based TF-IDF ranking fail to rank
relevant scholarly paper at the top position (false negatives), but
embedding based methods (Word2Vec, USE) were able to. These
articles usually paraphrase the terms used in the paper cited. There-
fore, embedding based methods can infer its semantic meaning
from surrounding contexts. There are news articles that no meth-
ods were able to rank at top positions. This is likely because the
scientific news is written without using any DKEs or the DKEs ex-
tracted exist in many scientific papers of the same topics. In certain
cases, although the DKE based TF-IDF ranking failed to retrieve
the exact scientific papers linked to the news article, it retrieves ar-
ticles that are very similar to the articles in the ground truth. These
cases, which potentially increases the NDCG, are not counted in
our evaluation.
5 Conclusion and Future Work
In this work, we attempted to build a system to find the missing
links between scientific news articles and scholarly papers. The
results indicate that the retrieval model using DKEs as queries
significantly outperforms query models using general keyphrase
terms or named entities. This is likely because WE tends to find and
boost the ranks of papers that are semantically similar but are not
exactly linked to the news article content. The DKE-based TF-IDF
model has the potential to find out the source scholarly papers
more accurate and faster.
5https://www.sciencealert.com/this-ai-tries-to-guess-what-you-look-like-based-
on-your-voice

Our methods can be improved in the following aspects. (1) We
limited the search scope to arXiv papers, which focuses on a limited
scope of domains. We will query general search engine APIs (e.g.,
Bing), which can increase the domain diversity of the candidate
papers. (2) The DKE extractor extracts unwanted domain entities
that ultimately hampers our model performance. An improved
model will combine a gazetteer with the attentive LSTM model,
proven to be powerful in capturing answers to questions from
free text [4]. Built on top of this work, we will develop models to
compare the consistency of assertions in news articles and retrieved
papers.
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