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Abstract. We present the design and a protot ype implementation of a
three-dimensional visualization system to assist with laparoscopic surgi-
cal procedures.The system uses3D visualization, depth extraction from
laparoscopic images, and six degree-of-freedom head and laparoscope
tracking to display a merged real and synthetic image in the surgeon's
video-see-through head-mounted display. We also intro duce a custom
design for this display. A digital light projector, a camera, and a conven-
tional laparoscope create a protot ype 3D laparoscope that can extract
depth and video imagery.
Such a system can restore the physician's natural point of view and head
motion parallax that are used to understand the 3D structure during
open surgery. These cues are not available in conventional laparoscopic
surgery due to the displacement of the laparoscopic camera from the
physician's viewpoint. The system can also display multiple laparoscopic
range imaging data sets to widen the e�ectiv e �eld of view of the device.
Thesedata setscan be displayed in true 3D and registered to the exterior
anatomy of the patient. Much work remains to realize a clinically useful
system, notably in the acquisition speed,reconstruction, and registration
of the 3D imagery.

1 In tro duction

1.1 Challenges in Laparoscopic Surgery

The successof laparoscopy as a surgical technique stemsfrom its abilit y to give
the surgeona view into the patient's internal spaceswith only small incisions
in the skin and body wall. Surgery done through such minimally invasive tech-
niquesleadsto reducedtrauma, shorter hospitalization, and more rapid return to
normal activit y. Although laparoscopy is a powerful visualization and interven-
tion tool, it su�ers from somevisual limitations which we believe our proposed
system will ameliorate.

{ The imagery is 2D and not 3D . The surgeon can only estimate the
depth of structures by moving the camera (to achieve motion parallax) or



by physically probing the structures. While stereo laparoscopes and stereo
displays ameliorate this problem, they still separate the camera from the
physician's point of view and fail to provide head-motion parallax.

{ The laparoscop e has a small �eld of view . The surgeonmust frequently
adjust the cameraposition and orientation, which requiresskilled coordina-
tion with the assistant. A surgeonmay opt to operate the camerahimself to
reducethe discoordination of the actual view with the desiredview, but that
limits him to only onehand with which to operate. Fixed cameraholderscan
be used, but then the viewpoint and view direction are limited; this intro-
ducesrisk due to the possiblepresenceof important, vulnerable structures
outside the viewing �eld.

{ The pro cedure requires signi�can t hand-ey e coordination . The la-
paroscopiccameradoesnot generally facethe direction in which the surgeon
is facing. This means that the instruments' on-screenmovements will not
match the surgeon'shand movements. It requires experienceand hand-eye
coordination for a surgeonto adjust to this disparity.

1.2 Bene�ts of Augmen ted Realit y

Augmented reality (AR) refers to systems that attempt to merge computer
graphics and real imagery into a single, coherent perception of an enhanced
world around the user. Emerging AR technologieshave the potential to reduce
the problemscausedby the visual limitations of laparoscopy. The AR systemcan
display the resulting 3D imagery in the proper placewith respect to the exterior
anatomy of the patient. By acquiring depth information and rendering true 3D
imagesof the structures visible in the laparoscopiccamera,the AR systemgives
the physician most of the depth cuesof natural vision. (Exceptions include fo-
cusand visual acuity.) The display of the laparoscopicdata is not limited to the
current viewpoint of the camera,but can include data acquired from a previous
camera location (perhaps subject to a limit on the length of time the data is
considered\curren t"). Thus objects not currently within view of the cameracan
still be displayed by the AR system.

We want to emphasizethat this technology is fundamentally di�eren t than
coupling a stereo laparoscope with a stereo display system. AR systemsallow
the surgeonto view the medical imagery from the natural viewpoint, usehead-
induced motion parallax (instead of hand-eye coordination and camera-induced
motion parallax), allow the medical imagery to bevisually aligned to the exterior
anatomy of the patient, and incorporate proprioceptive (body-relative) cues.

The lack of depth perception in laparoscopic surgery might limit delicate
dissection or suturing [Durrani95]. An AR display presents objects in correct
perspective depth, assuming that the geometry has been accurately acquired.
With an AR guidancesystem,a laparoscopicsurgeonmight be able to view the
peritoneal cavit y from any angle merely by moving his head, without moving
the endoscopiccamera.AR may be able to free the surgeonfrom the technical
limitations of the imaging and visualization methods, recapturing much of the
physical simplicit y and direct visualization characteristic of open surgery.



2 Previous Work

2.1 Medical Augmen ted Realit y Systems

The �rst medical application of AR was to neurosurgery[Kelly86]. Similar sys-
tems [Lorensen93,Grimson95] have been developed independently . AR has also
beenapplied to otolaryngology [Edwards95]. Theseapplications demand lessof
the AR systemthan laparoscopy for four reasons.The surgical �eld is small, the
patient doesn't move, the view into the patient is from a single viewpoint and
view direction, and this viewpoint is external to the patient (e.g. already suit-
able for a hand-eye coordination). This simpli�es the di�cult task of building
an enhancedvisualization system.

Our research on medical applications of AR has until recently concentrated
on ultrasound-guided proceduressuch as fetal examination [Bajura92,State94]
and breast biopsy [Fuchs96,State96]. In the latter system, the ultrasound data
is captured as a video stream and registered to the patient in real time. The
physician's head must be tracked in order to view the dynamic data from any
direction. We calibrate the location of the ultrasound data with respect to the
probegeometryand track the probe location. Thesetwo tasksenableregistration
of multiple discrete slicesto each other and registration of the ultrasound data
set to the patient. A virtual pit [Bajura92] within the patient's body provides
proper occlusion cuesfor the registeredultrasound data. We baseour proposed
system to aid laparoscopicsurgery on this system.

2.2 Depth Extraction

The major new technology neededfor laparoscopicvisualization is acquisition
of the depth map associated with the image from the laparoscopiccamera.De-
termination of 3D scenestructure from a sequenceof 2D images is one of the
classicproblemsin computer vision [Faugeras93]. There arenumeroustechniques
for computing 3D structure, including cuesfrom motion, stereo,shading, focus,
defocus, contours, and structured light. We chose structured light for several
reasons.It is an e�cien t and direct computation. It is as robust to shadingvari-
ations and repeating patterns asother methods (although no method is immune
to somefeatures, such as specular highlights) and can be dynamically tuned to
increaserobustness.It o�ers a large depth range and allows us to trade speed
for spatial resolution in the acquisition.

Structured light has long been used in computer vision to acquire depth
information [Besl89,Daley95]. A variety of patterns have beentried: points, lines,
multiple points, multiple lines, grids, circles, cross-hairs,thick strip es, binary-
codedpatterns, color-codedstrip es,and random textures. Pseudo-randombinary
arrays [Lavoie96] are grids with recognizablepoints basedon a pattern of \large"
and \small" intersection points. We initially chosebinary-coded patterns, but
switched to linessinceour protot ypesystemcannot acquireimagesof the pattern
fast enoughto support depth extraction from dynamic scenes.(SeeSection7 for
our future plans regarding this issue.)



3 Hardw are Con�guration

There are four primary hardware components to our system. Three are the
standard tools of AR systems:an image generation platform, a set of tracking
systems,and a see-throughhead-mounted display (HMD) that allows the user
to seethe real environment. The fourth component required for this application
is a 3D laparoscope that can acquire both color and rangedata. As noted above,
we have previously applied AR to in-place visualization of ultrasound imagery.
The current system is similar to that system [State96,Fuchs96].

3.1 See-Through Head-Moun ted Displa y

Webelieve that the depth cueof occlusionis vital to the physician in determining
the 3D structure of the medical imagery. Video-see-through(VST) displays o�er
the possibility of completeocclusionof the real world by the computer-generated
imagery, which in this caseis the medical imagedata. (The other option, optical-
see-throughdisplays, cannot achieve completeocclusionof the real world.) Being
unaware of any commercially available VST HMDs, we initially built a simple
protot ype VST HMD from commercial components [State96]. This device had
numerouslimitations [Fuchs96]. In responseto our experiencewith that device,
we designedand implemented a new VST HMD, which is described in Section4.

3.2 Image Generation

Having chosento build a VST system,we neededan image generation platform
capable of acquiring multiple, real-time video streams. We use an Onyx In�-
nite Reality system from Silicon Graphics, Inc. equipped with a Sirius Video
Capturetm unit. This loads video imagery from the camerason the VST HMD
directly into the frame bu�er. We augment this background image with a reg-
istered model of the patient's skin acquired during systemcalibration [State96].
We then render the synthetic imagery in the usual manner for 3D computer
graphics. At pixels for which there is depth associated with the video imagery
(e.g. the patient's skin), the depth of the synthetic imagery is compared. The
synthetic imagery is painted only if it is closer.This properly resolvesocclusion
betweenthe synthetic imagery and the patient's skin.

The video output capabilities of the In�nite Reality architecture allow us
to output two VGA signals to the displays in the HMD and a high resolution
video signal, which contains a user interface and is displayed on a conventional
monitor. The system architecture is depicted graphically in Figure ??.

3.3 Tracking Systems

We use UNC's optoelectronic ceiling tracker [Welch96] for tracking the physi-
cian's head. It o�ers a high update rate, a high degreeof accuracy, and a large
range of head positions and orientations. The large range allows the physician



to move freely around the patient and to examine the patient from many view-
points. We track the laparoscope with the FlashPoint tm 5000 [IGT97] optical
tracker from Image-Guided Technologies, Inc. It also o�ers high accuracy, but
over a small range.Sincethe laparoscope doesnot move much, this is suitable for
our system. Its accuracy enablesthe registration between multiple laparoscope
data imagesand betweenthe laparoscopicdata set and the patient.

3.4 3D Laparoscop e

To properly display the 3D structure, the laparoscope must acquire depth infor-
mation. To properly display the visual texture (e.g. color, shading), the laparo-
scope must acquire the usual 2D color video image. We can then texture the
resulting 3D meshwith the color data. We designeda custom device,described
in Section5. The devicerequiresinput of structured light imagesand outputs im-
agessuitable for depth and color processing.We o�-load the processingof these
image streamsto a Silicon Graphics O2, which outputs the structured light and
acquires the camera video. After simple image processing,the O2 sendsto the
Onyx a list of lit pixels, from which the depth is computed.

4 Video-See-Through Head-Moun ted Displa y

We usea miniature HMD custom-designedat the computer sciencelaboratories
at the University of North Carolina and University of Utah. This VST HMD
has a miniature video camera mounted in each display optic in front of each
eye (Figure ??). A pair of mirrors place the apparent centroid of the camera in
the samelocation as the center of the eye when the HMD is properly �tted to
the user. A 640� 480 LCD mounted in the eyepieceis viewed through a prism
assembly which folds the optical path within a small cube. This designreduces
the problem of unequaldepths for the user'svisual and tactile senses.The HMD
has two eyepiecesmounted on a horizontal bar which provides one degreeof
translational freedomand onedegreeof rotational freedom.This allows the user
to adjust the inter-camera distance and the convergenceangle. The entire front
bar can be moved out of the way (Figure ??). The complete HMD weighsonly
twelve ounces,comparedto six pounds for our initial protot ype.

5 3D Laparoscop e

To extract 3D shape, we addeda structured light to a conventional laparoscope.
Our \structure" is a vertical line in the imageplaneof the projector. Wecalibrate
the device by building a table of depth values, then use a simple extraction
algorithm which interpolates through the table. This technique has performed
well on simple geometrysuch assceneswith little or noneof the surfaceoccluded
from the projector's view. It hasnot yet performedwell on topologically complex
models that have great discontinuities in depth, highly specular re
ections, low
re
ectance, or large patchesof surfaceshidden from the projector's viewpoint.



5.1 3D Laparoscop e Design

The structured light 3D laparoscope design (Figure ??) usesa conventional la-
paroscope in a rather unique way. Instead of being the both the illumination
sourceand imaging device, it is only a projector|but of structured light pat-
terns. A digital micromirror device [Hornbeck95] projector displays its image
through a customoptic and through a standard laparoscope,projecting its image
inside the patient. The image is the dynamic, calibrated structured light image.
Alongside the projecting laparoscope is a miniature video cameramounted in a
metal tube similar to a secondlaparoscope. This cameraobservesthe structured
light pattern on the sceneand sendsthe imageto the host. The two laparoscopes
are mounted a �xed distance from each other for accurateand repeatabledepth
extraction.

5.2 Depth Calibration and Extraction

We measurethe re
ected light pattern for a set of known depths and store the
results in a table. By imaging each potential light strip e from the projector onto
a 
at grid at a known depth, we can determine the 3D location of the point
at each pixel in the camera image. With several depths, we can build a table
indexed by the column number from the projector and the u and v-coordinates
on the camera image plane. At each cell in the table is a 3D point. Simple
thresholding determines which pixels in the camera image are illuminated by
the light strip e. We �nd the centroid of the biggest and brightest 1D blob on
each camera scanline. The 3D location of this point is interpolated from the
table.

6 Exp erimen ts and Results

We have implemented two versions of this system. In the �rst protot ype, we
acquired depth via manual digitization. This implies a pre-operative acquisition
of the 3D structure of the internal anatomy. Guided by real-time color images
textured onto the 3D mesh, the surgeon (Meyer) successfullypierced a small
foam target inside the abdominal cavit y of a life-sizedhuman model (Figures ??
and ??). This experiment showed the potential of our proposed paradigm for
laparoscopicsurgery. It alsoemphasizedthe importanceof extracting the internal
3D structure in real time. For example,a manipulator inserted into the abdomen
was severely distorted onto the surfacemesh instead of appearing to be above
the surfacebecauseonly imagery wasacquired in real time, not the 3D structure.

The secondexperiment was recently conducted with a system that imple-
ments interactive depth extraction. The results of this systemhave beenpromis-
ing (Figure ??). The augmented imagesshown to a moving HMD user clearly
present the 3D structure. The computer-generatedimagery of the internal struc-
ture is visually aligned with the exterior patient anatomy.



7 Discussion

We are currently focusing on three issues.First, depth extraction is slow due
to inconsistent delay betweencommanding the projector to emit a pattern and
receiving the imageof the pattern from the camera.(This is more complex than
synchronizing the vertical refresh.) Second,gathering multiple views is di�cult
due to the rigid connection betweenthe (bulky) projector and the laparoscope.
Third, multiple depth imagesare misregistereddue to poor depth calibration.

Our current solution to the slow speedis to wait for the delay to expire. We
are developing a tighter, coupledcontrol of the cameraand projector. When this
is in place,we will be able to extract new data at every frame. We can alsoreturn
to using binary-coded patterns as the structured light. These algorithmic and
hardware improvements, along with a higher-speed projector and camera, will
enable us to incrementally update an entire range image with each new video
imageof the pattern, thusextracting depth from a larger areaof the surgical �eld
at each time step. We will investigate methods of adaptive depth acquisition to
increaseaccuracyand resolution in regionsof particular concernto the surgeon.
For gathering multiple views,weareworking with �b eroptic cablesand miniature
camerasand displays to make the 3D laparoscopesmallerand easierto maneuver
into multiple positions. By improving depth calibration and merging multiple
range images[Turk94], we hope to provide a more complete view of the interior
scenethan visible from a single laparoscope location, approaching the wide-area
surgical �eld in open surgery. In the future, by registering pre-operative images
(e.g. MRI or CT), surgical planning data, and intra-operative (e.g. ultrasound),
we hope to provide a more comprehensive visualization of the surgical �eld than
even open surgery.

We postulate that viewing laparoscopic imageswith our augmented reality
paradigm, from outside the body, asif there werean opening into the patient, will
bemore intuitiv e than observinglaparoscopicimagery on a video monitor or even
viewing imagesfrom stereo laparoscopes on a stereo video monitor. We expect
that the physician will still choose to move the laparoscope frequently (closer
to view structures of interest or farther away to view of the entire intervention
site), but with our system such movements will not causeconfusing changesin
the viewpoint requiring mental adaptation. Rather they will change the level
of detail and update the visualization of structures that becomevisible to the
laparoscope. We expect the physician's use of the laparoscope to be somewhat
akin to exploring a dark room with a 
ashligh t, with the addedbene�t of visual
persistenceof the regionsof the scenethat were previously illuminated.

We hope that our proposedsystemwill eventually o�er the following speci�c
bene�ts. It could reduce the average time for the procedures(bene�ting both
physician and patient), reduce training time for physicians to learn these pro-
cedures,increaseaccuracy in the proceduresdue to better understanding of the
structures in question and better hand-eye coordination, reduce trauma to the
patient through shorter and more accurate procedures,and increaseavailabilit y
of the proceduresdue to easeof performing them.
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Fig. 1. Diagram of the hardware configu-
ration of the prototype system.  The VST 
HMD consists of two cameras, two dis- 
plays, and a HiBall tracking sensor. 
 
 
 
 
 
 
 
 

 
 

 

Fig. 2. The physician (Meyer) uses the 
system in the preliminary experiment 
(Dec 96).  The mechanical arm he holds 
is unnecessary in the current implemen-
tation.  The colored circular landmarks on 
the ”body”  surface assist the head track- 
ing subsystem. 

Fig. 3. (Above) Custom-designed 
video-see-through head-mounted 
display for augmented reality ap-
plications.  The lightweight unit 
can be flipped up and down. 

 
Fig. 4. (Left) The design of one 
eyepiece of the VST HMD.  The 
optical paths from the camera to 
the world and from the user’s eye 
to the LCD are folded in order to 
match the lengths. 



 

 
Fig. 5. Wall-eyed stereo pair of images the physician sees in the HMD.  We  
manually digitized the interior structure prior to this experiment (Dec 96). 
 

 
Fig. 6. Our prototype 3D laparoscope combines a conventional laparoscope, a  
projector emitting structured light in the form of vertical stripes, and a camera  
to create a laparoscope that acquires depth and color data. 
 

 
 

 

Fig. 7. Stereo augmented view from the 
second experiment (Feb 98). The test target 
is visible through the synthetic opening in 
the phantom.  At left is an image of the tar-
get outside the phantom.  As our real-time 
depth extraction improves, we hope to ap-
proach the quality of the digitized depth in 
Figure 7. 


