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Abstract—In this work, we report our progress on building a
collection containing over 450k Electronic Theses and Disserta-
tions (ETDs), including full-text and metadata. Our goal is to
close the gap of accessibility between long text and short text
documents, and to create a new research opportunity for the
scholarly community. For that, we developed an ETD Ingestion
Framework (EIF) that automatically harvests metadata and
PDFs of ETDs from university libraries. We faced multiple
challenges and learned many lessons during the process, that
led to proposed solutions to overcome/mitigate the limitations
of the current data. We also described the data that we have
collected. We hope our methods will be useful for building similar
collections from university libraries and that the data can be used
for research and education.

Index Terms—ETD, OAI-PMH, Big data

I. INTRODUCTION

In the past decade, there has been increasing interest in
studying a vast volume of scholarly articles, usually referred to
as scholarly big data [7]. Many academic big datasets emerged
and became available for researchers, such as CiteSeerX [5],
PubMed, DBLP, Semantic Scholarly Open Research Corpus
(S2ORC) [4], and its subset CORD-19. Most documents in
these datasets are papers published in journals or conferences.
One understudied type of scholarly document is electronic
theses and dissertations (ETDs). We define ETDs as written
documents that describe the graduate student’s research, usu-
ally as partial fulfillment towards a degree. Fig. 1 shows the
number of doctoral degrees conferred each year in the United
States from 1945 to 2019, which reflects the growth of ETDs
of all types.

Existing ETD collections include the Networked Digital
Library of Theses and Dissertations (NDLTD [2]), containing
6+ million records worldwide, and ProQuest Dissertation &
Theses Global (PDTG), a subscription-based portal indexing
5+ million ETDs. Neither of these allows full-text access.
In this paper, we describe our effort to build a collection
containing 450,000 US ETDs, as part of research on a digital
library paving the path for analyzing book-length documents.
The crawling took advantage of the Open Archives Initiative
Protocol (OAI-PMH) provided by university libraries. We
propose an ETD ingestion framework (EIF), which ingest
metadata into a MySQL database and PDFs into a repository.
We highlight the challenges faced and lessons learned in the
process and then describe the data we collected.
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Fig. 1: The number of doctoral degrees earned in the United
States from 1950 to 2019. Data was from statista.com.

II. HARVESTING ETDS AND METADATA

A. Focused Web Crawling

We followed two ways to harvest ETDs and scrape their
metadata. The first is to start from sitemaps. The sitemap files
can usually be found inside the robots.txt file placed directly
under the document root of a website. The robots.txt file was
proposed to tell bots/crawlers (e.g., googlebot) what is allowed
to do and what is not. It also defines how much delay a bot
needs to obey between each hit.

After finding the sitemap and collecting the URLs, we start
going over them one by one, following the crawl-delay. One
problem is that many URLs on the library website do not point
to an ETD landing page. Instead, they point to other types of
PDFs, such as regular papers or schedules. Therefore, we used
methods such as reading the breadcrumbs (e.g., SMARTech
Home/Georgia Tech Theses and Dissertations/View Item) on
top of the webpage or checking the document type (if avail-
able) from the webpage before scraping.

To track the sitemap and go through every URL available
is time-consuming. For example, when we downloaded ETDs
for the Georgia Institute of Technology (GTech), there are
more than 60,000 URLs in the sitemap of the GTech library.
Among which, around 22,000 URLs were pointing to ETDs.
To avoid getting blocked by the server, we used a 10-second
delay between two requests, so it would take at least 166 hours
or nearly a week to collect all ETDs from this repository.
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Fig. 2: Crawl pipeline.

One way to reduce the crawling time is to use OAI-PMH; see
Fig. 2. Many university libraries use DSpace, an open-source
repository software package, which supports OAI-PMH. In
this approach, the first step is to find the DSpace data provider
link for a university’s digital repository. A DSpace repository
of a university contains various sets of records including but
not limited to theses, reports, and newsletters. These records
can be identified by several metadata prefixes in OAI-PMH
records such as dim, oai_dc, etdms, etc. After finding the sets
for theses and dissertations and detecting the metadata format
which contains the most detailed information (dim for our
case), the metadata in XML format has URLs linking to ETD
landing pages from the XML. Our crawler visits the URLs to
download the PDF files for each ETD’s PDFs. The crawler
obeys the crawl-delay specified in the robots.txt file. We use
a lightweight OAI-PMH client library named Sickle, written
in Python.

B. Developing Database and Repository

We organize our ETD collection using a MySQL database
and a local repository. The database is used for storing
metadata while the repository is used for storing PDF and
XML files. The database includes a main table containing
metadata of all ETDs. We create other tables that link to the
main table and host extended metadata or data derived from the
ETDs (Fig. 3). For example, the subjects table contains subject
terms from the library provided metadata and the figure_tables
table contains properties of tables and figures extracted from
ETDs. A framework has been developed to extract figures and
tables from ETDs [3].
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Fig. 3: Tables associated with our ETD records.

We adopt a hierarchical repository structure as in CiteSeerX
[6]; see Fig. 4. Each ETD has a unique ID, which maps to its
path in the repository. Each leaf folder contains the PDFs and
an XML of an ETD.
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Fig. 4: The hierarchical structure of the ETD repository. Each
first-level directory contains 10,000 sub-directories.
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Fig. 5: The distribution of collected ETDs over years as of
mid-November 2021. Many ETDs do not have dates in library
provided metadata; see the long bar on the right. The inset
shows the same distribution with y-axis in logarithmic scale.

C. Properties of the ETD Collection

We have crawled from over 42 universities. The number
of ETDs available from these universities ranges from 3000
to 50,000+. In some cases, one repository may host ETDs
from different institutions, e.g., OhioLink, which hosts ETDs
from Ohio institutions. The number of ETDs collected from
top universities is shown in Table 1. The total size of the
repository is 3.4 terabytes. The ETD collection is hosted
by Old Dominion Computer Science and mirrored in Vir-
ginia Tech’s University Libraries. The distribution over years
(Fig. 5) reveals a prominent increase after around 1945 and a
surge after 1997, which is consistent with the time when many
universities started adopting ETDs.

Based on the harvested metadata, the ETD dataset contains
2000+ department names (before resolving near duplicates)
and at least 300,000+ pairs of advisor-student information.
The proportions of doctoral dissertations, master’s theses, and
bachelor’s theses are 56%, 42%, and 2%, respectively. We
have 451358 records in our database.



TABLE I: ETDs from top 10 universities in our repository.

University Number of PDF
The Ohio State University 55780

Virginia Polytechnic Institute and State University 29597
Georgia Institute of Technology 22400

Texas Tech University 21702
Kansas State University 19299

The University of Texas at Austin 18283
Oklahoma State University 17746

North Carolina State University 15365
University of Illinois at Urbana-Champaign 14281

Rice University 13151
Others 223754

III. CHALLENGES AND LESSONS

Challenges we faced when building the collection include:
1) Crawl-delay: Even when we followed the crawl-delay

specified in robots.txt, our request sometimes was
blocked. It was often necessary, through trial-and-error,
to find the best delay between two consecutive requests.

2) Embargoed ETDs: Unfortunately, it was usually im-
possible to find, from the OAI-PMH metadata or on
the landing pages, which ETDs are embargoed, until we
hit the links. Empirically, a large fraction of embargoed
ETDs were published in recent years. Also, many em-
bargoed ETDs are only allowed for member access at
that particular library and disallow public access. It is a
common scenario to not be able to download every PDF
for each metadata record available.

3) Non-uniform DOM structures: The HTML DOM
structure varies across university repositories, which
required us to customize HTML parsers to extract the
target metadata fields.

4) Inconsistent and incomplete metadata: A significant
fraction of ETD metadata fields have missing data; the
most common ones are department, discipline, and sub-
jects. Available fields, such as “year issued”, may have
inconsistent metadata formats across different university
repositories, such as “mm-dd-yyyy” or “yyyy-mm-dd”.
Even within the same repository, metadata fields may
have inconsistent values. Common cases include using
synonyms (e.g., “jhu” vs. “Johns Hopkins University”)
and extra spaces (e.g., “Texas A&M University” vs.
“Texas A & M University”).

5) Other issues: One university banned any crawlers to
visit URLs containing /oai, specified in the robots.txt
file, so no ETDs could be crawled from that site. We also
encountered a case where an API call returned multiple
records, not just one.

As mentioned above, one problem that needs to be solved
is that many repositories have incomplete and/or inconsis-
tent metadata. As shown in Table II, data was missing in
many fields. To mitigate the challenges of obtaining complete
and consistent metadata, we developed a metadata extraction
framework [1], trained on a set of human annotated ETDs.
It considers both textual and visual features. This framework

achieves F1 of 81%–97% for seven key metadata fields,
extracted from ETD cover pages. We will apply it to com-
plete/improve the metadata of ETDs.

We are working on improving metadata quality and building
a web interface to make the dataset more accessible and usable.
The dataset will also facilitate training and improving existing
language models for scholarly documents.

TABLE II: Missing fields across the database

Field Missing count
Year 65,955

Advisor 112,748
Deparment 232,653
Discipline 166,690
Subjects 52,579
Abstract 99,583

To deal with a stalled crawler, we set a timeout after
which the crawler is restarted. To tackle the problem of
unavailable PDF, we implemented a filter to download only
available PDFs. We skipped the fields that did not have values
while ingesting them into the database. For fields which have
combined data into one field, we developed a robust checker
to handle that.

IV. CONCLUSIONS

We gathered around 450,000 ETDs by crawling from over
42 universities in the United States. The collection covers a
wide spectrum of academic domains and a large time range,
from 1875 to the present. We currently have not made the data
publicly available, but we have built a search interface based
on the collected data. We expect this web interface will make
the dataset accessible and usable for researchers and other
users, and hope to hear from those with additional needs.

Support was made in part by the Institute of Museum and
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