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Abstract

Results of numerical simulations of Mach 10 air flow over a hollow cylinder-flare and a double-cone are presented where viscous effects are significant. The flow phenomena include shock-shock and shock-boundary-layer interactions with accompanying flow separation, recirculation, and reattachment. The purpose of this study is to promote an understanding of the fundamental gas dynamics resulting from such complex interactions and to clarify the requirements for meaningful simulations of such flows when using the direct simulation Monte Carlo (DSMC) method. Particular emphasis is placed on the sensitivity of computed results to grid resolution. Comparisons of the DSMC results for the hollow cylinder-flare (30°) configuration are made with the results of experimental measurements conducted in the ONERA R5Ch wind tunnel for heating, pressure, and the extent of separation. Agreement between computations and measurements for various quantities is good except that for pressure. For the same flow conditions, the double-cone geometry (25°–65°) produces much stronger interactions, and these interactions are investigated numerically using both DSMC and Navier-Stokes codes. For the double-cone computations, a two orders of magnitude variation in free-stream density (with Reynolds numbers from 247 to 24,719) is investigated using both computational methods. For this range of flow conditions, the computational results are in qualitative agreement for the extent of separation with the DSMC method always predicting a smaller separation region. Results from the Navier-Stokes calculations suggest that the flow for the highest density double-cone case may be unsteady; however, the DSMC solution does not show evidence of unsteadiness.

Nomenclature

\begin{align*}
A & \quad \text{base area of cone, } \pi d^2/4 \\
C & \quad \text{Chapman-Rubesin constant} \\
f & \quad \text{skin-friction coefficient, } 2\tau/\rho_\infty V_\infty^2 \\
C_D & \quad \text{drag coefficient, } 2D/\rho_\infty V_\infty^2 \\
C_{D,p} & \quad \text{drag coefficient due to pressure} \\
C_H & \quad \text{heat transfer coefficient, } 2q/\rho_\infty V_\infty^3 \\
C_p & \quad \text{pressure coefficient, } 2(p_w - p_\infty)/\rho_\infty V_\infty^2 \\
C_p' & \quad \text{modified pressure coefficient, } 2p_w/\rho_\infty V_\infty^2 \\
D & \quad \text{drag} \\
M & \quad \text{Mach number} \\
n & \quad \text{number density}
\end{align*}
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The physics of such flows is influenced by a large variety of factors, some of which are geometry, Reynolds number, flow enthalpy, and boundary conditions. In the present study, the focus is on the interactions resulting from Mach 9.91 air flow over two configurations at low density conditions with Reynolds numbers of 25,000 or less. For these Reynolds numbers, both the separation and reattachment events occur under laminar conditions. Direct simulation Monte Carlo (DSMC) results are presented for a hollow cylinder with a 30° flare and for one of a double cone with cone half angles of 25° and 65°.

Computations for the hollow cylinder-flare configuration are presented first, where the current DSMC results are an extension and refinement of the results given in Refs. 2 and 3. The present calculations provide more than a factor of four increase in the spatial resolution by using 4 subcells per cell in the simulation; collision partners are selected on a subcell basis while the macroscopic results are still presented on a cell basis. Details of the current results for flow-field structure and surface distributions are presented. Also, comparisons of the DSMC results for surface heating, pressure, and the extent of separation are made with the corresponding data obtained in the ONERA R5Ch hypersonic wind tunnel at Chalais-Meudon, France. Details of the ONERA experiments for the hollow cylinder-flare model are given in Refs. 4 and 5.

A forthcoming report (Ref. 6) will provide a synthesis of the hollow cylinder-flare problem, which was one of the test problems at the First Europe-US High Speed Flow Field Database Workshop Part II, Naples, Italy in November 1997. Thirteen computational solutions were presented for this test case, which was selected for validation of Navier-Stokes solvers for cold, high-speed flow conditions with strong shock-wave/boundary-layer interactions in a fully laminar regime.

Results of recent numerical and experimental investigations (Refs. 7-9) have been reported on the shock interactions resulting from hypersonic flows over axisymmetric double-cone geometries. These investigations included both cold and high enthalpy flows where the emphasis was to identify the underlying gas dynamics of the interactions and the sensitivity to real gas effects. The high enthalpy experiments, conducted in the Caltech Free-Piston Shock Tunnel (T5), were specifically designed to be sensitive to vibration-dissociation coupling. The parameter space covered in these tests included variations in the second cone angle (half angles of 65°, 68°, and 70°) and the free-stream enthalpy (24.5 to 30.8 MJ/kg). The flow conditions were Mach 6.5 to 8 nitrogen with a significant level of atomic nitrogen (about 0.2 mass fraction). The investigations showed that the Navier-Stokes computations did not reproduce the experimentally observed features of the separation interaction.
zone using current thermo-chemical models, and that these complex flows could be a more sensitive discriminator for model validation than blunt-body flows. The cold hypersonic experiments were conducted in the Princeton University Mach 8 wind tunnel at free-stream Reynolds numbers (based on maximum cone diameter) of 370,000 and 610,000. Two model configurations were tested at each of the two flow conditions—a 25°–35° double cone and a 25°–50° double cone. Common to both the low and high enthalpy test models is the size of the first cone angle (25° half angle) and the fact that both cones are of equal length. Comparison between the experiments and computations (separation size and pressure distribution) is excellent for the Type VI shock interaction observed for the 25°–35° cone. However, for the Type V shock interaction observed for the 25°–50° cone, the Navier-Stokes computations over-predicted the size of the separation region. Also for the 50° second cone, the behavior of the experimental results (separation size decreasing with Reynolds number) may indicate that transition to turbulence is occurring due to the separation and/or reattachment shocks. These investigations (Refs. 7–9) highlight many of the issues associated with obtaining experimental and computational results that can be used for validating complex physical phenomena.

The objectives of the present DSMC double-cone computations are to identify the basic shock layer flow features where complex shock and shock-boundary-layer interactions are present in low Reynolds number flow and to investigate the spatial grid resolution required to achieve meaningful results. This is accomplished with the DSMC 2D/axisymmetric code of Bird10–11 where the flow conditions are the same as those used in the hollow cylinder-flare study—Mach 9.91 air with a free-stream Reynolds number of 24,719. With respect to this flow condition, the free-stream density is decreased parametrically by two orders of magnitude to demonstrate the effects of rarefaction on the nature of the flow structure. In the absence of experimental results for the present low-density test cases, the DSMC results are compared with Navier-Stokes solutions obtained by the second author using the recently developed implicit Data-Parallel Line Relaxation (DPLR) method12; the same Navier-Stokes solver is used in the investigations of Refs. 7–9. The geometry selected for investigation is a 25°–65° double cone with a 13.29 cm base diameter, the same size and configuration as one of the double-cone models used in the T5 series of tests.

### Numerical Methods

The DSMC method provides a numerical capability that acknowledges the discrete nature of the gas and thereby provides a capability of simulating flows across the complete flow spectrum of continuum to free molecular. However, the computing requirements can become very demanding for multi-dimensional continuum applications. The DSMC code used in the current study is the general 2D/axisymmetric code of Bird10–11. The molecular collisions are simulated using the variable hard sphere (VHS) molecular model. This model employs the simple hard sphere angular scattering law so that all directions are equally possible for post-collision velocity in the center-of-mass frame of reference. However, the collision cross section is a function of the relative energy in the collision. Energy exchange between kinetic and internal modes is controlled by the Larsen-Borgnakke statistical model13. For the present study, the simulations are performed using a nonreacting gas model consisting of two species, while considering energy exchange between translational, rotational, and vibrational modes. A rotational relaxation collision number of 5 was used for the calculations. The vibrational collision number was 50. The reference conditions for the VHS model were as follows: reference temperature = 300 K, temperature exponent of the viscosity coefficient = 0.75, and reference diameters for O₂ and N₂ were 3.96 × 10⁻¹⁰ m and 4.07 × 10⁻¹⁰ m, respectively. The model surface is assumed to have a constant temperature of 293 K. Full thermal accommodation and diffuse reflection are assumed for the gas-surface interactions.

For the Navier-Stokes computations, the axisymmetric equations are solved using a modified form of Steger-Warming flux vector splitting14, which gives second order spatial accuracy in the body-tangential direction. A no-slip velocity condition was applied at the body surface, and an isothermal wall temperature of 293 K was assumed for all cases. The implicit Data-Parallel Line Relaxation (DPLR) method12 was used to obtain steady-state solutions. Due to the complex nature of these shock interaction flows, a large number of grid points is required to ensure a grid converged solution. In this paper, all solutions were obtained using a grid size of 512 × 512 points. A grid sensitivity study showed that a solution obtained on a 256 × 256 point grid was essentially identical to the solution obtained on a 512 × 512 point grid. However, it was decided to use the 512 × 512 point grid.
to ensure grid converged solutions for all the cases considered. The solutions were generated using a Sutherland viscosity law and a Prandtl number of 0.71. Grid adaption was limited to fitting the outer grid boundary to the shock wave, stretching at the wall, and stretching around the corner in the body tangential direction.

A. Hollow Cylinder Flare Results

The hollow cylinder-flare test case considered here was formulated as one of the test problems concerning shock-wave/boundary-layer interactions in the AGARD WG18 activity (described in Ref. 1) for the validation of Navier-Stokes solvers for cold high-speed flows where the interactions produce large separated regions under laminar conditions. This test case has generated, and continues to generate, interest for code validation as evidenced by participation in the AGARD activity and a more recent workshop that will be summarized in Ref. 6.

A motivation for investigating this test case with DSMC is more in the spirit of establishing the level of grid resolution one must use to achieve accurate computational results for problems with complex interactions. Consequently, this test case is attractive for testing DSMC results since it is an axisymmetric problem that reduces the computational burden and surface measurements have been reported. The present computational investigation is a continuation of the first author's computations for this test case with significant additional grid refinement. Before discussing the results, a brief description of the the model configuration, nominal test conditions, and computational grid is presented.

Model Configuration and Test Conditions

An experimental test program has been conducted by the Office National d'Etudes et de Recherches Aerospatiales (ONERA) to investigate shock-boundary-layer interactions induced by a hollow cylinder-flare configuration. Figure 1 presents a schematic of the axisymmetric test model along with dimensions given in mm. The hollow cylinder has a sharp leading edge with a bevel angle of 15° and is aligned parallel to the oncoming flow. The compression flare is inclined 30° to the cylinder and is terminated by a hollow cylindrical section. The total length of the model is 0.17 m. The experiments were conducted in the ONERA RSCh wind tunnel using a contoured nozzle that provides a uniform free-stream environment 0.2 m in diameter. The nominal stagnation conditions for the tests were 2.5 bars and 1050 K which provides upstream air flow properties of

\[ M_\infty = 9.91 \]
\[ T_\infty = 51 \text{ K} \]
\[ p_\infty = 6.3 \text{ Pa} \]
\[ Re_\infty/m = 1.86 \times 10^5 \]

where the viscosity (3.290 \times 10^{-6} \text{ Pa s}) is that given by the Sutherland expression. The Reynolds number based on the model length from the leading edge to the flare (0.1017 m) is equal to \( Re_{\infty,L} = 18,916 \). The available experimental data are surface pressure, heat transfer rates, and oil flow along with flow-field visualization by the Electron Beam Fluorescence (EBF) technique.

As discussed in some detail in Ref. 2, much of the flow over the cylinder is in the strong viscous interaction region as indicated by the \( \nabla \) parameter \( \nabla = M_\infty \sqrt{C/Re_\infty} \). Within the strong interaction region, the development of the viscous and inviscid flow are strongly coupled due to the rapid boundary-layer growth. A \( \nabla \) value of approximately 0.15 is often quoted as the boundary between strong interaction and merged layer regions. For the current problem, a \( \nabla = 0.15 \) corresponds to an x-location of 0.021 m. At the cylinder-flare juncture, the value of \( \nabla \), based on free-stream conditions is 0.068 or \( \nabla = 6.7 \) (\( \nabla = \sqrt{M_\infty^2} \)). Close to the leading edge, the rarefaction effects are more significant as the nonequilibrium effects are manifested in terms of both the shock structure (the thin Rankine-Hugoniot shock structure breaks down—see Ref. 16, Fig. 12) and surface slip and temperature jump effects.

Computational Flow Domain and Grid

The computational domain is made large enough so that the upstream and side boundaries can be specified as free-stream conditions. The flow at the down-stream outflow boundaries is supersonic and vacuum conditions are specified. Figure 2 shows the physical extent of the computational domain for the present simulations, which is subdivided into 4 regions with each region subdivided into computational cells. A significant difference in the current calculations and that of Refs. 2–3 is that each cell is further subdivided into subcells. The number of subdivisions is arbitrary,
but 4 (2 x 2) subcells/cell were used where the cells are subdivided in each direction. In the current DSMC code, the collision partners are selected from the same subcell; consequently, the flow resolution is much higher than the cell resolution (however, the macroscopic properties are extracted from averages within the cell).

Included in Fig. 2 are details for three different grid resolutions considered in the present investigation. Information concerning the number of cells in the axial and radial directions and the time steps for each region is listed for each of the three grids.

For data concerning noncontinuum surface results for leading edge regions, the DSMC results presented in Ref. 2 give a more detailed description where additional resolution of this region of the flow was employed. This difference in resolution was accomplished by using a small region that extended downstream of the leading edge and using smaller cell spacings in the axial direction than the current study. The effect of the additional resolution in the leading edge region was confined to the leading edge region. The present simulations concentrate the resources on the separation and reattachment regions of the flow domain.

Computational Results

Effect of Grid Resolution. A check on the effect of using 4 subcells/cell was first made by repeating the calculations made with the fine grid (38,925 cells) computations presented in Ref. 3. Calculations with and without subcells were made, and the results with subcells showed improved agreement with the experimental surface measurements along the flare. Subsequently, results for the three grids described in Fig. 2 were generated. The sensitivity of the surface results to grid resolution for skin friction, heat transfer rate, and surface pressure is demonstrated for these three grids in Fig. 3. The skin friction distributions (Fig. 3a) show that the extent of the separation region is quite sensitive to the grid—a much smaller separation region is obtained with the coarse grid. Changes in the location of separation and reattachment have a significant impact on the surface results downstream of separation. Tabulated information on the location of separation, reattachment, and the extent of separation is included in Table 1.

Note that the end of the flare is located at an x/L location of 1.426, where the flow can expand onto the cylindrical extension. As will be demonstrated later, the peak pressure realized on the flare is being influenced by the corner expansion, which would not be the case if the flare were longer, and, to some extent, this complicates the interpretation of the grid effect on the local conditions along the flare. For example, to what extent are the larger peak pressures and heat transfer rates on the flare due to the local grid and to what extent are they due to the forward movement of reattachment with potentially less influence of the outer corner expansion on the flare peak pressure? Nevertheless, the effect of gridding is pervasive and very significant for these flows.

Note that the grid adjustments among the three grids is very selective. For the fine and intermediate grids, the cells and time steps are identical for regions 1 and 4. For the fine grid, attention is placed on the region where separation occurs (region 2) and, particularly, along the flare (region 3) where the higher density flow conditions and reattachment occurs. In region 3, there are 45,000 cells for the fine grid, 14,400 for the intermediate grid, and only 3,600 for the coarse grid. Yet the differences in the computed surface quantities are rather small for the fine and intermediate grids. For the coarse grid, reductions in the number of cells are made for all regions with respect to the intermediate grid. For region 1, the reduction was 40 percent (only in the radial direction), and this had no precipitable effect on the surface results within region 1.

Comparison With Surface Measurements. Figure 4 presents a comparison of the current fine grid results with measurements made in the ONERA R5Ch tunnel. Figure 4a shows a comparison of the calculated skin friction coefficient distribution with the separation and reattachment locations inferred from oil flow measurements4-5. Information concerning the extent of the separation region is fundamental to the heating and pressure results, particularly on this relatively short flare.

Note that new oil flow experiments5 have been performed (with changes in the oil and marker composition) that provide improved definition of the attachment line, and the experimental results shown in Fig. 4a and Table 1 are the new results which give a 7 percent larger (x/L) separation extent than the data reported in Ref. 4. As seen from Fig. 4 and Table 1, the overall agreement between calculation and measurement is good. The separation location is the same. The calculated reattachment location occurs, however, somewhat forward of the experimental value, and the extent of the calculated separation (Ax/L) is 98 percent of the measurement. Note that the DSMC results presented in Ref. 3 with a grid consisting of
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38,925 cells and no subcells gave a separation extent that was much smaller (83 percent) than the current experimental value. Yet, the current intermediate grid consisting of almost the same number of cells (39,400) and 4 subcells/cell predicts a separation extent that is 93 percent of the measurement.

These computational findings clearly demonstrate the requirement of very high spatial resolution for such problems. Furthermore, a significant increase in computational efficiency could potentially be realized if the number of simulated molecules and the spatial resolution (both defined and adapted) were better adapted to the local flow conditions.

The heating rate comparisons are given in Fig. 4b, and the overall agreement is very good. The distributions are characteristic of those for laminar flows in that the heating shows an initial decrease at the location of separation (x/L = 0.76), a cusp-like behavior at the juncture, and a rapid increase in heating rate along the flare. For this problem, the maximum heating rate occurs downstream of reattachment, which occurs just before the expansion onto the cylindrical extension.

As described by Chanetz et al., the heat transfer model was made of steel with a ceramic insert on which 24 platinum films were installed for the measurements from which the heating rates are inferred. Two locations of some discrepancy are noted. One is at the onset of the measurements (x/L = 0.2), where the flow is making the transition from a merged layer regime to one of strong interaction (based on \( \overline{V} \) value of 0.15). The computational results are higher than the measured values at this location. The other location occurs after the cylinder-flare juncture, where the measured values are higher than the calculated results.

Surface pressure comparisons are shown in Fig. 4c, where the data is expressed in terms of the pressure coefficient. The measurements were made using variable reluctance differential transducers. The transducers were installed in the testing chamber and connected to pressure taps by tubes. Among the surface quantities, the agreement between the current calculations and measurements is the poorest for pressure. This discrepancy is particularly puzzling since the agreement for both heat transfer and the locations for separation and reattachment is excellent. The trends of the two data sets are qualitatively consistent; however, the computational results are consistently higher than the measured values. The 42 percent discrepancy near the peak pressure location on the flare is very obvious; however, differences of this magnitude are also present along the hollow cylinder. In fact, this difference is a constant. If the experimental heating rate values are multiplied by a factor of 1.4, agreement between the two data set becomes very good. The source of the differences remains an open issue.

**Computed Flow-Field Features.** Figures 5a through 5d provide an overall description of the flow-field features for the experimental flow conditions. Figure 6 provides more details for the pressure and density field of the reattachment and outer corner expansion regions. Locations for separation (S) and reattachment (R) are denoted on each figure. Flow-field temperatures experience maximum values of 630 K (Fig. 5a) while a major portion of the shock layer remains supersonic as indicated by the Mach 1 and Mach 9.8 contours included in Fig. 5b. Also shown in Fig. 5b are particle traces or streamlines that provide an indication of the size of the separation region within which lies a single vortex.

The scalar pressure contours (ratio of local scalar pressure, nkT, to the corresponding free-stream value, where T is the overall kinetic temperature) presented in Fig. 5c and the density contours (Fig. 5d) provide an overall perspective of the shock strengths and the impact of the separated region. At the leading edge, a scalar pressure contour of 5 is shown; however, values greater than 10 occur near the surface. At the surface (see Fig. 3c), the maximum pressure (normal momentum) near the leading edge is about 6 times the free-stream value. The differences in the surface pressure and the scalar pressure adjacent to the surface are indicative of the nonequilibrium effects that persist downstream of the leading edge to a x-location of about 15 mm. The leading edge shock produces a maximum density ratio of 2.5 near x = 22 mm, then decreases to a value of about 1.7 prior to the shock-shock interactions. The scalar pressure rise across the leading edge shock decreases to a value of about 2.5 prior to the shock-shock interactions.

The flare-induced adverse pressure gradient is evident in Fig. 5c where the iso-pressure lines coalesce into a separation shock that compresses the flow to a maximum density 14.4 times the free-stream value. An enlarged view of the density and scalar pressure contours in the reattachment and beyond are presented in Fig. 6a and 6b, respectively. Downstream of reattachment, density ratios as large as 8 are achieved on the surface. Also, the maximum scalar
pressure ratio of 57 occurs while the maximum surface pressure is 53 times free stream (Fig. 3c).

As mentioned previously, the length of the flare for this test case is such that the shear layer reattachment is quite close to the top of the flare and the maximum pressure downstream of reattachment is obviously being influenced by the outer corner expansion. Consequently, the calculated flare surface properties for this test case will be extremely sensitive to the size of the predicted separation region.

**B. Double Cone Results**

The double-cone problem selected for investigation (Fig. 7) provides stronger shock interactions than the previous problem because of the large second cone angle. This model size and configuration have been investigated previously for high enthalpy (27.8 MJ/kg) nitrogen flow where the experimental portion of the study was conducted in the T3 shock tunnel at the California Institute of Technology and the computational studies were made at the University of Minnesota. (See Refs. 8 and 9). As in the present study, these tests were at relatively low free-stream Reynolds number conditions; however, the flow conditions were substantially different from the present conditions. For example, the lowest density (2.7 × 10^{-3} kg/m^3) case investigated with a second cone angle of 65° was almost an order of magnitude larger and the free-stream velocity (6.1 km/s) and temperature (1208 K) were much higher than the primary case selected for the current investigation. The combination of these flow conditions and a relatively low wall temperature (500 K) precluded practical DSMC simulations. Consequently, the baseline flow conditions selected for investigation are the same as those for the hollow cylinder-flare problem. In addition, the density is varied by two orders of magnitude to examine the interactions as a function of rarefaction. Density and Reynolds number values are included in Table 2; the characteristic length is the maximum model diameter.

The previous investigation at high enthalpy conditions was complicated by the fact that the chemical reactions are coupled to the fluid motion and that viscous effects are significant. Many questions arose from the initial computational investigations (Ref. 17), one of which was the source of large-amplitude steady-state variations in surface pressure and heat transfer rate. Furthermore, the data that could be extracted from these measurements were very limited.

The need for additional fundamental studies concerning the shock-shock interactions is apparent. Such an effort by Olejniczak et al. is reported in Ref. 18 where inviscid, perfect gas shock interactions on double-wedge geometries are investigated computationally to better understand the gas dynamics of the resulting shock interactions. Results from the Ref. 18 study demonstrated the existence of the large-amplitude steady-state pressure variations and the various types of interactions as a function of wedge angles and Mach number. The current investigation includes the viscous effects for hypersonic cold flow conditions for a range of Reynolds number conditions and a fixed geometry.

For the selected geometry, the shock is attached to the first-cone apex, and detached from the second cone. This geometry produces a strong shock interaction and a large separation zone, the size of which is very sensitive to the flow conditions. The flow field schematically illustrated in Fig. 8 highlights some of the features observed from previous computational and experimental investigations of high enthalpy flows. The features of the interactions are similar to those of the Edney19 Type V shock interaction. As will be demonstrated by the current calculations, the flow features for the highest Reynolds number case have similarities yet differences from those shown in the schematic. As the density is reduced and the viscous effects become more significant, the shock layer and shocks merge, and the flow features depicted in Fig. 8 are no longer appropriate.

The DSMC computational domain for the baseline case (Re_{\infty,d} = 24,719) is shown in Fig. 9 with additional information concerning the grid and simulation parameters. A 3-region domain was used where the number of cells is listed for each region along with the number of subcells per cell. For this simulation, most of the cells were subdivided into 9 (3 × 3) subcells. The time step for region one was 5 ns. The current DSMC simulations are not time consistent since the regions are not advancing with the same time step (the time step is constant for all cells within a given region). If the flow had any significant unsteadiness, the current DSMC results would be in error since the simulations are not time consistent and also, the macroscopic properties are time averaged quantities.

For the four remaining cases investigated, an 8-region domain was used where the eighth region was placed upstream of the cone apex. Also, four (2 × 2) subcells per cell were used. With decreasing density,
the computational domain was adjusted so that the outer region boundaries were specified either as free stream or outflow vacuum boundaries.

As discussed earlier, all Navier-Stokes computations used a constant number of grid points (512 x 512), and the outer boundaries were adjusted to capture the flow disturbances produced by the model. Results of the Navier-Stokes calculation for the highest density condition indicated some unsteadiness, where the separation point oscillated back-and-forth. Since the Navier-Stokes calculation was not time consistent, results for this calculation are not presented.

**Computational Results**

Surface results from the DSMC simulations are presented in Fig. 10. A comparison with the Navier-Stokes results is then presented for the extent of separation (Fig. 11) and for surface distributions (Fig. 12) at the highest common Reynolds number (8,232) condition. This is followed by comments on possible unsteadiness for the DSMC results at the highest Reynolds number case (Fig. 13). The subsequent discussion focuses on the flow-field features (Figs. 14 and 15) for the highest Reynolds number (24,719) case and then on the influence of rarefaction on the flow field as demonstrated by the scalar pressure field results (Fig. 16) from the DSMC simulations. This section is concluded with a comparison of DSMC and Navier-Stokes results for flow-field features (Figs. 17–18) for the 8,232 Reynolds number condition.

**DSMC Surface Results.** Figures 10a–10c present a summary of the DSMC calculated surface results for skin friction, heating, and pressure in coefficient form for each of the five flow conditions (density variations). Several trends with rarefaction are evident and consistent with what one would expect. Along the first cone and for locations not influenced by the second cone, the coefficients for friction, heating, and pressure all increase with increasing rarefaction. This is the correct trend where a larger fraction of the momentum and energy of the gas is transferred to the surface as the flow becomes more rarefied. Also, as the flow becomes more rarefied, it is more resistant to separation. Information concerning the location and extent of separation are tabulated in Table 2. For the lowest density condition, the calculation indicates no separation. The location of separation (Fig. 10a) corresponds well with the experimental observation at higher density in that it occurs at the first inflection point in the pressure distribution. (See Fig. 10c for the location of maximum slope of the initial pressure rise.)

For the most rarefied case \( \text{Re}_{\infty,d} = 247 \), the influence of the second cone on the first cone surface properties extends approximately to the cone apex. This was determined by comparing the surface properties of a single 25° cone (wetted length = 0.1 m) with that of the double cone.

Along the second cone, the locations of maximum heating, maximum pressure, and reattachment coincide. With increasing Reynolds number, the location of these quantities move aft. Also, with the exception of the highest Reynolds number case, the magnitude of the pressure coefficient increases with increasing Reynolds number. The specific reason for the change in the reattachment pressure coefficient is not clear. Two potential sources, separately or combined, could be the changes in the shock interactions and the fact that the location of reattachment has moved sufficiently close to the outer corner expansion, with increased pressure relief.

Data for the double-cone drag coefficient as a function of Reynolds number are included in Table 2. Presented are both the total drag coefficient and the drag coefficient due to pressure. Because of the strong influence of the shock interactions, the functional behavior with Reynolds number is quite different from that for a convex blunt body. For such a body, the drag coefficient increases monotonically with decreasing Reynolds number and asymptotically approaches a free molecular limit.

**Comparison of DSMC and Navier-Stokes Surface Results.** Figures 11 and Tables 2 and 3 present a summary of the computed data concerning separation, reattachment, and the extent of separation. With respect to the Navier-Stokes results, DSMC predicts a delayed separation and an earlier reattachment, hence, a smaller separation zone. Discrepancies at the lower Reynolds number conditions are to be expected since translational nonequilibrium effects are significant at these conditions—conditions for which the shear stress and heat flux can no longer be expressed in terms of first order gradients of other macroscopic quantities.

For the current problem, the Reynolds number at which the Navier-Stokes computations provide an accurate description is not known; however, the case for Reynolds number equal 8,232 (no evidence of unsteadiness) or somewhat higher should be
investigated in more detail. This is particularly true since the discrepancy for the separation extent \( s/L_0 \) is 40 percent at this condition. For the DSMC simulation, the adequacy of the grid resolution is the basic question. Even though a number of different grids and grid adjustments were made to arrive at the grids used in this study, a more systematic grid sensitivity study would be instructive for the double-cone problem. For the Navier-Stokes computations, grid resolution is not believed to be an issue with the \( 512 \times 512 \) grid. The fundamental question for the Navier-Stokes computations concerns the inherent shortcomings in the Navier-Stokes equations for modeling the shock wave structure and the extent to which this deficiency influences the nature of the interactions and its impact on surface quantities.

The differences in predicted separation extent are reflected in the calculated surface properties (Fig. 12). For skin friction (Fig. 12a) and heat transfer (Fig. 12b), the agreement between the two calculations is fair. Outside the separation region, the DSMC results are low with respect to the Navier-Stokes values. Since discrepancies occur upstream of the interactions, the source of the differences could be explored for a single cone problem. For surface pressure distribution (Fig. 12c), the agreement is very good when account is taken for the different locations for separation/reattachment. After the cone apex region and prior to any influence due to the second cone, both computations are in very good agreement. Also, the predicted values are slightly higher than the inviscid cone value \(^{21} \) of 0.405.

**Flow-Field Results for \( \text{Re}_{\infty,d} = 24,719 \)**: In contrast to the Navier-Stokes calculation for this flow condition, the DSMC simulation gave no evidence of unsteadiness—although unsteadiness is difficult to detect when the extracted macroscopic properties are the result of time averaging. Certainly, no large scale unsteadiness is evident from the data (Fig. 13) for the time evolution of the separation and the reattachment locations.

Figures 14 and 15 present details concerning the flow-field structure resulting from a DSMC simulation for the \( \text{Re}_{\infty,d} = 24,719 \) condition. Similarities with the schematic shown in Fig. 8 are evident with respect to the following: a transmitted oblique shock formed by the intersection of the oblique shock from the first cone and the shock from the separation zone; the intersection of the stronger oblique shock with the bow shock from the second cone; a large region of separated flow with a large vortex (Fig. 14e) and underlying small vortices; and the presence of a large subsonic region outside of the separation zone. Obvious differences are the absence of an impinging supersonic jet even though a finger of supersonic flow approaches the surface (Fig. 15a). Reattachment occurs subsonically followed by a supersonic expansion about the top cylindrical extension.

For Mach 9.91 air, the pressure ratio across a normal shock is 114. Figure 14c presents the calculated scalar pressure contours which include the normal shock value. Most of the region aft of the second oblique shock is at a local-to-free-stream pressure ratio of approximately 95. Included in Fig. 14c is the approximate location of the dividing streamline as indicated by the curve with arrows. Compression of the flow—possibly a transmitted shock toward the surface of the second cone—is evident beneath the oblique and bow shock intersection location. This compression is evident in both the density (Fig. 14d) and pressure contours (Fig. 15b).

As the free-stream density is reduced by two orders of magnitude, the structure of the flow field and the shock interactions change dramatically as demonstrated by the scalar pressure contours shown in Fig. 16. The transmitted oblique shock resulting from the intersection of the separation shock and oblique shock from the first cone for a Reynolds number of 24,719 (Fig. 16a) is no longer evident for a Reynolds number of 8,232 (Fig. 16b). This is in contrast to the Navier-Stokes results for the 8,232 Reynolds number case where a distinct transmitted oblique shock is calculated (Fig. 17b).

Figures 16c through 16e demonstrate the continued thickening of the shock wave and the merger of the outer shocks and shock layer. The disturbance produced by the double-cone model extends much farther upstream of the model than the corresponding Navier-Stokes results (not shown) for the lower Reynolds number cases.

**Comparison of DSMC and Navier-Stokes Flow-Field Features for a Reynolds Number of 8,232**: Mach number and density contours are presented in Figs. 17 and 18, respectively, for the 8,232 Reynolds number case. Results from both DSMC (part a) and Navier-Stokes (part b) calculations are presented. Similar to the largest Reynolds number condition, a supersonic finger of flow (Fig. 17) approaches the surface, and the reattachment is at subsonic conditions. For both calculations, a very small region of supersonic flow is
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evident downstream of reattachment. The general features of the two calculations are similar for both the Mach and the density contours. However, two significant differences are evident. One is the thickness of the outer shocks. The other is the presence of an oblique transmitted shock (extending from the interaction of the cone apex and separation shocks) in the Navier-Stokes (Fig. 18) calculation and the absence of this shock in the DSMC calculation. For the DSMC calculation, there appears to be a common region where the apex shock, separation shock, and second cone bow shock interact. This common region of interaction is evident from the Navier-Stokes calculation for the 2,472 Reynolds number case (not shown).

Concluding Remarks

Results of numerical simulations of Mach 10 air flow about a hollow cylinder-flare (30°) and a double cone (25°–65°) geometry are presented for low density flows where viscous effects are significant (Reynolds numbers less than 25,000). DSMC computations are presented for both geometries, where the emphasis was to identify the level of grid resolution necessary to produce accurate results for flow conditions involving shock-shock and shock-boundary-layer interactions. For both geometries, the cold hypersonic flow investigated produced shock interactions with large regions of separated flow.

Results of the hollow cylinder-flare investigation are presented concerning grid sensitivity, comparisons with experimental surface measurements made in the ONERA R5Ch wind tunnel, and computed flow structure. The extent of the calculated separation region is very sensitive to the grid resolution used—a coarse grid results in a smaller separation region. Results for the intermediate and fine grids investigated show good to very good agreement, respectively, with the experimental measurements for the separation and reattachment locations and surface heating. For surface pressure, the agreement between calculation and measurement is poor. The calculated surface pressures along both the cylinder and flare are uniformly high with respect to the measured values by a factor of about 1.4.

For the double-cone geometry, the primary free-stream conditions were the same as those for the hollow cylinder-flare investigation. In addition, the effects of rarefaction were considered by varying the free-stream density by two orders of magnitude. In the absence of experimental data for these flow conditions, the DSMC results are compared with those computed using a Navier-Stokes code. For the primary or highest Reynolds number (24,719) condition, results from the Navier-Stokes computation indicated some unsteadiness (small oscillations of separation location), and results from this calculation are not presented. The DSMC results for this case showed no obvious unsteadiness, and the results of the calculation are presented along with the Navier-Stokes results for four lower density conditions. Qualitatively, the computed results are consistent in terms of surface quantities and flow-field structure. Quantitatively, DSMC predicts smaller values for the extent of separation, smaller values for heating and skin friction, and good agreement for pressure, excluding the separation region and regions with significant rarefaction. Also, a noticeable difference in the flow-field structure is evident for the highest common Reynolds number case (8,232) in that the DSMC calculation shows a thicker shock structure which alters the shock interactions. A grid sensitivity study should be conducted for this test case, similar to that for the hollow cylinder-flare, to ensure that the DSMC results are grid resolved. The Navier-Stokes calculations were made using a 512 × 512 grid; consequently, grid resolution based on previous experience is not believed to be an issue for the current study. Discrepancies in calculated surface heating and skin friction could be investigated using a single cone configuration.
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Table 1. Effect of grid resolution on calculated* extent of separation for hollow cylinder flare

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>$(x/L)_S$</th>
<th>$(x/L)_R$</th>
<th>$\Delta(x/L)$</th>
<th>$\Delta(x/L)<em>{DSMC}/\Delta(x/L)</em>{Exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13,200</td>
<td>0.823</td>
<td>1.268</td>
<td>0.445</td>
<td>0.77</td>
</tr>
<tr>
<td>39,400</td>
<td>0.771</td>
<td>1.312</td>
<td>0.541</td>
<td>0.93</td>
</tr>
<tr>
<td>78,100</td>
<td>0.755</td>
<td>1.322</td>
<td>0.567</td>
<td>0.98</td>
</tr>
<tr>
<td>Experiment*</td>
<td>0.76±0.01</td>
<td>1.34±0.015</td>
<td>0.58</td>
<td>—</td>
</tr>
</tbody>
</table>

*DSMC results.

Table 2. DSMC results for a 25°–65° double cone*

<table>
<thead>
<tr>
<th>Re_{oo,d}</th>
<th>$\rho_{oo}$ kg/m³</th>
<th>C_D</th>
<th>C_{D,P}</th>
<th>Separation</th>
<th>Reattachment</th>
<th>$\Delta s/L_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.303 × 10^{-4}</td>
<td>1.703</td>
<td>1.684</td>
<td>21.31</td>
<td>0.470</td>
<td>59.43</td>
</tr>
<tr>
<td>24,719</td>
<td>4.303 × 10^{-5}</td>
<td>1.626</td>
<td>1.575</td>
<td>31.16</td>
<td>0.688</td>
<td>49.54</td>
</tr>
<tr>
<td>8,232</td>
<td>1.433 × 10^{-5}</td>
<td>1.612</td>
<td>1.525</td>
<td>35.98</td>
<td>0.794</td>
<td>47.78</td>
</tr>
<tr>
<td>2,472</td>
<td>1.433 × 10^{-5}</td>
<td>1.627</td>
<td>1.489</td>
<td>45.26</td>
<td>0.995</td>
<td>46.02</td>
</tr>
<tr>
<td>823</td>
<td>4.303 × 10^{-6}</td>
<td>1.720</td>
<td>1.494</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>247</td>
<td>4.303 × 10^{-6}</td>
<td>1.720</td>
<td>1.494</td>
<td>–</td>
<td>–</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*a is the wetted length and L_C is the length of each cone segment (L_C = 50 mm).

Table 3. Navier-Stokes results for a 25°–65° double cone*

<table>
<thead>
<tr>
<th>Re_{oo,d}</th>
<th>$\rho_{oo}$ kg/m³</th>
<th>Separation</th>
<th>Reattachment</th>
<th>$\Delta s/L_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.433 × 10^{-4}</td>
<td>26.74</td>
<td>0.590</td>
<td>51.80</td>
</tr>
<tr>
<td>8,232</td>
<td>4.303 × 10^{-5}</td>
<td>32.85</td>
<td>0.725</td>
<td>48.34</td>
</tr>
<tr>
<td>2,472</td>
<td>1.433 × 10^{-5}</td>
<td>36.16</td>
<td>0.798</td>
<td>47.94</td>
</tr>
<tr>
<td>823</td>
<td>4.303 × 10^{-6}</td>
<td>44.64</td>
<td>0.985</td>
<td>45.63</td>
</tr>
</tbody>
</table>

*a is the wetted length and L_C is the length of each cone segment (L_C = 50 mm).
Fig 1. Hollow cylinder-flare model.

(b) Heat transfer.
Fig 3. Continued.

(c) Pressure.
Fig 3. Concluded.

(a) Skin friction.
Fig 3. Effect of grid resolution on surface quantities.
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(b) Heat-transfer rate.
Fig. 4. Continued.

(c) Pressure coefficient
Fig. 4. Concluded.

(d) Density.
Fig. 5. Concluded.

(a) Temperature.
Fig. 5. Flow-field quantities for hollow cylinder flare.

(a) Scalar pressure.
Fig. 6. Flow-field quantities in reattachment region.
(b) Density. Fig. 6. Concluded.

(b) Density. Fig. 6. Concluded.

(b) Density. Fig. 6. Concluded.

(b) Density. Fig. 6. Concluded.

Fig. 7 Double-cone configuration.

Fig. 7 Double-cone configuration.

Fig. 7 Double-cone configuration.

Fig. 7 Double-cone configuration.

Fig. 8 Schematic diagram of viscous flow over a double cone (from Ref. 8).

Fig. 8 Schematic diagram of viscous flow over a double cone (from Ref. 8).

Fig. 8 Schematic diagram of viscous flow over a double cone (from Ref. 8).

Fig. 8 Schematic diagram of viscous flow over a double cone (from Ref. 8).

Fig. 9 Computational domain and region information for double cone at Re∞, d = 24,719.

Fig. 9 Computational domain and region information for double cone at Re∞, d = 24,719.

Fig. 9 Computational domain and region information for double cone at Re∞, d = 24,719.

Fig. 9 Computational domain and region information for double cone at Re∞, d = 24,719.

(a) Skin friction coefficient. Fig. 10. Effect of rarefaction on surface quantities for double cone.

(a) Skin friction coefficient. Fig. 10. Effect of rarefaction on surface quantities for double cone.

(a) Skin friction coefficient. Fig. 10. Effect of rarefaction on surface quantities for double cone.

(a) Skin friction coefficient. Fig. 10. Effect of rarefaction on surface quantities for double cone.

(b) Heat transfer coefficient. Fig. 10. Continued.

(b) Heat transfer coefficient. Fig. 10. Continued.

(b) Heat transfer coefficient. Fig. 10. Continued.

(b) Heat transfer coefficient. Fig. 10. Continued.
(c) Modified pressure coefficient ($C_p' = 2p_W/p_\infty V_\infty^2$).
Fig. 10. Concluded.

(b) Heat transfer coefficient.
Fig. 12. Continued.

Fig. 11 Calculated extent of separation for double cone.

(c) Modified pressure coefficient ($C_p' = 2p_W/p_\infty V_\infty^2$).
Fig. 12. Concluded.

(a) Skin friction coefficient.
Fig. 12. Comparison of calculated surface results for double cone ($Re_\infty, d = 8,232$).

Fig. 13. DSMC simulation history for separation and reattachment locations ($Re_\infty, d = 24,719$).
Fig. 14. Flow-field for double cone (Re∞, d = 24,719).

(a) Temperature.

(b) Mach number.

(c) Scalar pressure.

(d) Density.

(e) Streamlines.

(c) Mach contours and streamlines.

Fig. 15 Flow-field quantities in reattachment region.
(b) Scalar pressure contours and streamlines.
Fig. 15 Concluded.

(a) $Re_{\infty}, d = 24,719$
Fig. 16 Effect of rarefaction on flow-field scalar pressure contours.

(b) $Re_{\infty}, d = 8,232$
Fig. 16 Continued.

(c) $Re_{\infty}, d = 2,472$
Fig. 16 Continued.

(d) $Re_{\infty}, d = 823$
Fig. 16 Continued.

(e) $Re_{\infty}, d = 247$
Fig. 16 Concluded.
(a) DSMC results.
Fig. 17 Mach number contours for $Re_{\infty}$, $d = 8,232$.

(b) Navier-Stokes results.
Fig. 17 Concluded.

(a) DSMC results.
Fig. 18 Density contours for $Re_{\infty}$, $d = 8,232$.

(b) Navier-Stokes results.
Fig. 18 Concluded.