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ABSTRACT

The use of unmanned aerial vehicles (UAVs) or drones, has significantly increased over the past few years. There is a growing demand in the drone industry, creating new workforce opportunities such as package delivery, search and rescue, real estate, transportation, agriculture, infrastructure inspection, and many others, signifying the importance of effective and efficient control techniques. We propose a scheme for controlling a drone through gaze extracted from eye-trackers, enabling an operator to navigate through a series of way points. Then we demonstrate and test the utility of our approach through a pilot study against traditional controls. Our results indicate gaze as a promising control technique for navigating drones revealing novel research avenues.

CCS CONCEPTS
• Human-centered computing → User studies.
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1 INTRODUCTION

Unmanned aerial vehicles (UAVs) or drones have been widely used in various domains, such as the military and healthcare. Practical applications of UAVs include but are not limited to, search and rescue, transportation of goods, farming, and building inspection. It is anticipated that the UAV market will exceed $92 billion, surpassing the 2020 value of $9.5 billion [4].

As drones become increasingly popular for everyday use, the number of user interactive methods increases with different types of control methods, such as hand gestures, voice control, and even brain control [26]. A type of control method that is still in development is gaze-augmented control. Gaze-based interactions have a variety of uses such as aiding those with disabilities [17, 29], search and rescue [20], driving [25], programming [27], gaming [16], and simulation [15, 24]. Unlike traditional control mechanisms that use handheld controls, gaze-augmented navigation offers users additional mobility. Moreover, combining autonomous control can prevent potential user errors such as overshooting and undershooting, often associated with traditional controllers.

This unique contribution presents opportunities to combine the wealth of existing infrastructure such as real-time data analytics using eye-tracking measures [9–11], gaze detection [18, 23], object detection and filtering of eye movements in dynamic area-of-interest (AOI) [12, 13], and for advanced eye movement analysis [14, 19, 21]. This will be critical in our future studies towards understanding “Trust”, a construct that can determine secure and successful human-automation interactions in domains that the gaze-contingent control technique is beneficial.

2 RELATED WORK

In the context of gaze-based drone navigation, eye-tracking is commonly used as a companion input to another input method or requires additional work to navigate the drone [22]. Gaze-based control follows the same principle of looking in the direction of movement [15]. This creates problems as the user is essentially looking at two places at once; the user must look at the area to navigate to while making sure the device in flight remains stable.

One solution is to filter eye movements as input [12, 13]. Using eye movements as input has been compared to the Midas Touch: all of the user’s gaze is taken as valid input [8]. As a starting point, some type of on/off switch can be implemented, requiring some additional input systems or methods. In [7] authors present keyboard controls as the companion input to eye-tracking using a desktop eye-tracker and keyboard input to control four degrees of freedom of the drone: rotation, speed, altitude, and translation. They found that the best control mode was using eye-tracking to control the rotation and speed of the drone and using the keyboard to control the translation and altitude of the drone. For methods that use only eye-tracking as its input, the user is required to do extra steps, such as following specific patterns with their eyes [5]. In [28], authors present single-stroke gaze gestures to navigate a drone through
a path. They found that control using gaze gestures did perform slower compared to keyboard, joystick, and dwell time controls, but participants reported gaze gestures required a lower mental workload compared to the other methods. In GazeGuide [3], authors present AR-based drone navigation using eye tracking optics and markers. The work is limited to the maneuvering of the camera with the UAV fixed in a predefined direction.

3 METHODOLOGY
We design our application architecture based on two tasks involved in controlling a drone using eye-tracking: 1) Identify and locate the user’s AOI based on gaze, and 2) Search and navigate a drone to a given AOI. Based on this architecture, we start by composing processes for each task and defining AOIs using ArUco markers [6] for the simplicity of the application.

Eye movements were captured using the PupilLabs Core eye-tracking headset with a 200 Hz sampling rate. We used a DJI Tello drone, manufactured by Ryze Robotics. This lightweight drone is equipped with an HD camera. Joystick control is done using the Tello app, and the movement for the drone was programmed using the DJI Tello Python library. The checkpoints were designated by ArUco markers: synthetic square markers with a wide black border and an inner binary matrix that determines its identifier. In our experiment, we used four ID size 5x5 markers that measure 175x175 mm.

Gaze Tracking Process: The gaze tracking process starts by sampling the gaze positions from the eye-tracker of the user for a predefined period. We sample gaze positions along with the field of view (FOV) for 5 seconds. During the period, we ignore samples that correspond to blinks, missing data points, and low-confidence gaze estimates. Then, we scan for markers at each FOV and compute the distances from the gaze location to each marker in the FOV. Finally, we obtain the average distance of each marker and determine the marker corresponding to the gaze location by considering the least distance.

Drone Navigation Process: Our algorithm for drone navigation comprises two steps: 1) Scan for the marker, and 2) navigate to the located marker. During the scanning process, the drone iterates through a pre-defined set of relative angles for which the drone will rotate and scan for the selected marker. Detection of the marker during a scanning step causes the application to start navigating the drone to the marker. Should the selected marker not be detected at all, the user must reselect the marker or choose the next marker in the sequence to be scanned.

For the navigation task, we consider a coordinate system passing through the drone: the x-axis passing through the front to back of the drone, the y-axis passing through the sides of the drone, and the z-axis passing through the top of the drone. From this, we consider three main types of motions for navigating the drone: 1) Horizontal motion (along x-axis), 2) Vertical motion (along z-axis), and 3) Yaw rotation (about z-axis). For the horizontal motion, we use a piecewise function based on the area of the ArUco marker as observed by the drone camera. For the vertical motion and yaw rotation, we use a modified Proportional Integral Derivative (PID) controller based on the work of related setups [1, 2]. To successfully track the markers, these three motions must be in specified ranges.

Since the drone’s rotation during the initial scanning phase and some sudden movements destabilizes the camera feed, the implementation includes short delays while waiting for camera feed stabilization. Moreover, to counter possible decode errors during transmission, we add retries where we try to read frames from the drone camera.

3.1 Study Tasks
To evaluate the proposed system, we conducted a pilot study with five participants. Based on within-subject task allocation, each participant ran three trials using the eye-tracking control and three trials using the joystick control. In total, there were 15 trials conducted using the eye-tracking control, and 15 with the joystick control. We used an indoor environment comprising four ArUco markers on alternating sides. The task was to navigate the drone in a given sequence of markers. The experiment consisted of two tasks: the Baseline task and the Gaze-augmented task (see Figure 1). In both tasks, the time to track individual markers and the total time to complete the course was measured.

3.1.1 Baseline Task. During the baseline task, participants were instructed to navigate through a series of markers using virtual joystick controls on a mobile application (see Figure 1 (a)). After a briefing and training session, the proctor revealed the navigation sequence. For each marker, the proctor manually checked the approximate distance to ensure consistency.

3.1.2 Gaze-Augmented Task. The gaze-augmented task uses the same sequence using the eye-tracking control as described earlier. In the experimental setup, we used audio feedback to note key events in the system: start of gaze sampling, end of gaze sampling, arrival at a marker, and completion of marker tracking.

4 RESULTS
Participants favored the eye-tracking controls over the typical joystick control. The common feedback was the joystick was too sensitive, making it easy to overshoot and difficult to position the drone in the appropriate location. With eye-tracking, participants required little from the participant, making the eye-tracking method the more favorable control method between the two. Next, we measured different times based on events in the navigation process. To compare the two approaches, we calculate Marker Tracking Time and the Total Time during each trial.

Marker Tracking Time. We define the marker tracking time as the time between proctor instruction and the proctor acknowledgment of success during the baseline task. For the gaze-controlled task, we define it as the time from the drone scanning and reaching the target marker. Then we obtained the mean marker tracking times for each marker for evaluations across all trials (see Table 1a).

Total Time. We define the total time as the time between the drone initialization and the marker tracking success acknowledgment (proctor or audio feedback) of the final marker. We report the average time taken by each user to complete the task using both control mechanisms (see Table 1b).
5 CONCLUSION
In this feasibility study, we presented a navigation mechanism using eye-tracking. We demonstrated the utility of our approach through a pilot study and compared the performance against a traditional controller (joystick control). Despite our approach being more time-consuming than traditional controls, we identified potential approaches to improve performance, utility, and robustness. In the context of drone navigation, our findings indicate gaze as a feasible control method. In the future, we are planning to integrate object tracking, and eye tracking enabled mixed reality (MR) (e.g., Microsoft HoloLens2) to support rich and immersive gaze-based interactions for drone navigation.
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Table 1: Quantitative Data: (a) Average Individual Tracking Times (sec), and (b) Average Total Times (sec)

<table>
<thead>
<tr>
<th>Participant</th>
<th>Joystick</th>
<th>Eye-tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>112.67</td>
<td>121.60</td>
</tr>
<tr>
<td>2</td>
<td>107.83</td>
<td>128.11</td>
</tr>
<tr>
<td>3</td>
<td>102.48</td>
<td>124.35</td>
</tr>
<tr>
<td>4</td>
<td>88.01</td>
<td>140.18</td>
</tr>
<tr>
<td>5</td>
<td>114.92</td>
<td>109.02</td>
</tr>
<tr>
<td>Average</td>
<td>103.68</td>
<td>123.53</td>
</tr>
</tbody>
</table>


