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Abstract—This paper compares alternative user interest 
models created by aggregating an individual's interest 
expressed through their interactions with multiple everyday 
applications. A local service unobtrusively observes user 
interactions with these applications as well as the content 
authored, annotated, and consumed in them to understand the 
user interests expressed through these applications. An open 
question is the relative importance of the authored-text, 
annotated-text, and implicit feedback generated in each 
application when identifying users’ real interests. This paper 
evaluates the effectiveness of the recommendation support 
from semi-explicit user interest models (authored/annotated 
text) and unified user interest models (implicit feedback + semi-
explicit). Results indicate both these models are successful in 
allowing users to locate the content easily based on subtle 
changes of user’s indirect and semi-direct interest indicators.  

Keywords- user interest modeling; relevance feedback; multi-
applications 

I. INTRODUCTION  
A personalization framework requires an understanding 

of a user and in particular, their interests or current 
information needs. These systems require gradual adaptation 
based on a user's behavior by learning and by providing 
visualizations of relevant content that are personalized to the 
user. A user interest model is the key component of these 
personalization systems. 

User models can be developed by adapting the content 
consumed or produced by the user, and their specific task, 
background, history and information needs [23]. These 
models can be used to identify documents or to bring a user’s 
attention to the more valuable content of a document. User 
interest models can be developed based on explicit or 
implicit feedback. Explicit feedback is the most accurate 
indicator of user interest but rather difficult to obtain as users 
often cannot (or will not) express their interests. Implicit 
interest indicators, such as records of user activity, are easy 
to obtain but require more interpretation to infer user 
interests. Past research studies [8, 14] have shown that 
implicit feedback can be used to develop valuable user 
models. 

Recognizing user interest based on observed user activity 
is confounded by idiosyncratic work practices. As a result, 
systems that aggregate evidence of user interest from a wide 
variety of sources are more likely to build a robust user 

interest model. A majority of past studies [5, 14, 20] have 
focused on monitoring implicit and explicit interest 
indicators present in a single application, e.g., the user’s web 
browser. However, users spend considerable time in 
multiple applications as they move back and forth from 
consuming content (e.g. in browsing and reading content) 
and creating content (e.g. authoring reports or presentations). 
In such a context, interaction with each application provides 
unique and useful information about the user's interests.  

A challenge for multi-application user modeling is that 
the quantity of usage and content information obtained from 
the applications can vary widely. At the same time, each 
application carries its own value and may contribute 
uniquely towards the user's interest as different applications 
are used to achieve different objectives related to a single 
information seeking task. For example, we might prepare a 
presentation when we want to put forward our view in a short 
and concise way, whereas we might write a document when 
more explanation is required. Thus, user interest models 
developed using implicit and semi-explicit feedback based 
on user activity in both content authoring and consumption 
applications is desirable. 

In this work, we present and evaluate a modeling 
technique that combines implicit and semi-explicit feedback 
across multiple everyday applications. The proposed user 
interest models include both spatial and temporal 
information presented within the everyday applications such 
as Microsoft Word, Microsoft PowerPoint, Adobe Acrobat 
and Mozilla Firefox browser. This framework aggregating 
evidence of user interest from the user’s activity in all these 
applications.  

How do we merge these sources of evidence of user 
interest? Each application can provide multiple forms of user 
activity and the system needs to balance their contribution to 
the final interest model. Thus, it is important to understand 
the contribution of each type of the interest evidence (such 
as time spent, mouse actions, content similarity, etc.) from 
each application towards the final model. Because no single 
set of features will work across diverse work practices, we 
have implemented a unification framework to build user 
models. The main contribution of this work is the 
development of techniques to build user interest models 
from activity in a web browser, PDF reader, word processor, 
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presentation authoring tool and information workspace 
application. These techniques are evaluated via a ground 
truth dataset that consists of implicit, semi-explicit and 
explicit feedback available in multiple everyday applications 
during an information-gathering task and the users’ pre and 
post-task relevance assessments.  

Although a wide range of features have been used to infer 
relevance feedback in the IR literature and in search 
personalization, very little work has been done to study the 
process of unifying such heterogeneous relevance feedback 
in a multi-application environment. While there are 
theoretical or software frameworks for distributed user 
modeling, assessments of modeling techniques are almost 
always reported in terms of single applications. In contrast, 
the mechanisms by which records of content consumption 
and production across multiple everyday applications can be 
used to develop user interest models is the main focus of our 
work. Therefore we address a rarely investigated topic: the 
potential for aggregating activity across multiple 
applications for user interest modeling. 

The remainder of the paper is organized as follows. 
Related research is presented in the next section. Section III 
describes the overall system design and architecture while 
section IV details how user activity is aggregated into user 
interest models. Section V explains the evaluation 
methodology and dataset and the results. Discussion 
Conclusions and future work are found in sections VI and 
VII respectively. 

II. RELATED WORK 
Relevance feedback is a complex interactive activity that 

engages the user with search systems in terms of iteratively 
formulating user model to fulfill information needs based on 
the user’s expectations. Such a user-system interaction is not 
usually a single user-system interaction based solely on a 
user query and a resultant list of items that the system has 
evaluated as relevant. There has been a shift from these 
“blind” and closed behavior of first generation of search 
systems to assessment of multiple relevance dimensions 
motivated by the deep study of the notion of relevance [21, 
26]. Inferring the perceived relevance of information content 
delivered to the user is a central task of interactive 
information retrieval systems [18].  Such perceived 
relevance can then be used to find relevance assessments to 
find user preferences [13], used as an input for a search tasks 
[24] or satisfy a user’s information need [27], and also can 
be used to measure the user’s satisfaction [7] with the 
personalization effort of the system.  

Relevance feedback has a history in 
information retrieval systems that dates 
back well over thirty years and has been 
used for query expansion during short-
term modeling of a users' immediate 
information need [16]. Relevance 
feedback enables a notion of context 
during interactive search where the user 
can explicitly interact with the system to 

judge the relevance of information presented to her needs 
[25]. With the combination of the context and explicit 
indication of relevance to the information, systems can better 
capture user preferences and alter the presentation of 
information. Over the years, there has been a shift from 
explicit to implicit techniques motivated by the need of 
obtaining preferences unobtrusively without requiring 
explicit relevance assessments. With these implicit 
techniques, user-system interactions are used to learn 
personal elements of context in these interactions [7, 15, 28].  

Figure 1 shows how user actions form a continuum from 
implicit to explicit feedback. There is a clear tradeoff 
between the quantity and quality when comparing implicit 
feedback with explicit feedback. Explicit feedback 
indicators are higher in quality but lower in quantity because 
it is rather burdensome to enter a rating for every item a user 
liked or disliked [17].  On the other hand, implicit feedback 
indicators are abundant in quantity but lower in quality 
because they must be interpreted by heuristic algorithms that 
make assumptions about the relationships between the 
observable low-level actions and the high level goals of 
users. In [19], authors evaluate the costs and benefits of 
using implicit feedback indicators over explicit feedback 
indicators. The results suggest that the implicit ratings can 
be combined with existing explicit ratings to form a hybrid 
system to predict user satisfaction. In [10], authors show that 
implicit and explicit positive feedback complement each 
other with similar performances despite their different 
characteristics.  This implies that systems can be designed to 
use the correlation between implicit and explicit feedback to 
tune the interest modeling algorithms based on implicit 
feedback.  

Similarly, comparison of the implicit and explicit 
feedback in [5] reveals the time spent on a page, amount of 
scrolling on a page and the combination of time and scrolling 
have a strong correlation with the explicit feedback. This 
implies the systems can be designed to use the correlation 
between implicit and explicit feedback to tune the interest 
modeling algorithms based on implicit feedback. The WAIR 
system [34] learns the user interest by observing user 
interactions and then training on the explicit feedback data. 
After this learning phase, the system can estimate the 
relevance feedback implicitly based on the learned 
observations. The learned information is used to create a user 
profile and this profile is used in generating queries for 
retrieval process. In [17], implicit and explicit feedback 
indicators are unified using a matrix factorization model 

Figure 1. Types of Relevance Feedback Indicators 
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(called Co-rating) that can effectively cope with the 
heterogeneity between these two forms of feedback. The 
unification is done only with a limited set of explicit ratings 
and artificially created implicit data from the given explicit 
ratings. Similarly, in [31], a unification model based on 
matrix factorization called expectation-maximization 
collaborative filtering (EMCF) is introduced. Although the 
experimental results show that the EMCF outperforms the 
Co-rating model, both EMCF and Co-rating model 
evaluations suffer from the fact that implicit ratings are 
artificially created from popular MovieLens explicit ratings 
dataset.  

Typically long-term [6, 9, 30] and short-term [32, 33] 
interests are represented as frequent terms or topics which 
have been extracted from users clicked results, queries or 
authored content. Long-term interests in the context of 
personalization can be formally defined as stable interests 
that can be exhibited for a long time in the user’s interest 
model. On the other hand, short-term or ad-hoc interests are 
temporary interests of a search task during a relatively short 
period of time. Bennett et al. [4] investigates the interaction 
between the short-term and long-term user behaviors and 
found that short-term interest provided advantage for an 
extended search session with combination of short-term and 
long-term interactions outperforming either interaction 
alone. Vu et al. [29] presents three temporal latent topic 
profiles for each user using the relevant documents with 
different time scales from, session, daily and long term 
search history. Results from this study also confirm the best 
performance can be achieved by combining all three 
temporal profiles into account from user’s search behavior.  

III. SYSTEM ARCHITECTURE 
Time is frequently a limiting factor in web-based 

information tasks: there are too many documents to assess 

and too much reading to do.  The problem in such a search 
task is that even with the best web search engines, and the 
most effective query formulations, these tasks require people 
to work through long list of documents to examine 
potentially relevant documents or parts of documents. Most 
users skim early documents, find a portion of a document 
relevant to the current query, and determine additional 
information needs that result in further queries and more 
documents to process [3].  

To support users’ activities, we built a multi-application 
environment that personalizes information presentation. Our 
application server collects user activity across multiple 
everyday applications and infers user interests using this 
collected implicit and semi-explicit interest information. It 
also shares the inferred user interests with registered 
applications that ask for it.  We have used the Mozilla-
Firefox web browser and Visual Knowledge Builder (VKB) 
[1], an information visualization application to present 
search results and also to visualize recommendations. Three 
other applications provide additional activity data but do not 
include personalized visualizations: PDFPad which is an 
Adobe Acrobat add-on; IPCWord which is a Microsoft 
Word add-on (IPC stands for Inter-process communication); 
IPCPowerPoint which is a Microsoft PowerPoint add-on. 
Records of user activity in PDFPad, Mozilla, MS Word and 
MS PowerPoint are stored in the user interest server and 
drive the visualizations that the server generates for each of 
the application registered for relevant notification request. 
For our implementation, we utilize the VKB application to 
act as an overview application for web search – presenting a 
set of documents to the user. An interest profile is made up 
of the aggregated heterogeneous interest evidence collected 
from these different application clients. Figure 2 shows red 
and blue colored backdrops for document objects in VKB 

 
Figure 2. Enabled interactions: visualizations in VKB and the web browser highlight relevant documents and document components based on annotated-

text (red highlight) in the browser and authored text in Microsoft Word and PowerPoint. 
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and underlining in the browser indicating distinct topics 
expected to be of interest to the user. 

The user modeling server defines the XML 
communication interface so that other application clients can 
interact with server over TCP/IP. The user modeling server 
framework (see Figure 3) includes two modules involved in 
estimating the user interest, the estimation manager and the 
estimation module which is again decomposed to 3 sub-
modules: a multi-application weighting module, an implicit 
feedback module and an explicit feedback module.  

The estimation manger provides a generic high level 
interface to the other modules within the user interest server 
and also enables multiple modules to estimate the user’s 
interests using different algorithms. In the multi-application 
weighting module, each application is assigned a weight 
based on the particular user’s activities in the various 
applications. These learned weights are used to merge the 
estimated interests from the different applications when 
modeling the overall user interest. The implicit and semi-
explicit relevance modules handle the implicit and semi-
explicit relevance feedback indicators respectively. The 
combined outputs from these two sub-modules are used to 
estimate the final unified user interests during a user’s task.  

The resource manager communicates with the data 
repository to update the user interest models according to the 
user activity data sent from application clients. The data 
repository also saves session data both in terms of contextual 
and temporal features so that the user activity can be defined 
as a group of search tasks related to each other in order to 
make inferences about evolving information needs. This is 
particularly important because if we are able to accurately 
identify changes to the users’ information seeking intent, 

then we will be in a better position to limit the 
application of particular inferences about user 
interests. The data repository also saves the various 
types of feedback data and application data 
received from application clients for further 
processing at the estimation modules. 

A. Interest Representation 
Although each application has unique 

information that may be used to gauge human 
interest, this interest assessment needs to be 
sharable among the different applications to be 
useful in building the complete interest model of a 
user. The user interest server depends on an 
abstract XML representation for receiving interest-
related information from applications and for 
broadcasting inferred interest to client 
applications. Because we cannot foresee all of the 
ways different applications will allow users to 
interact with documents, the representation is 
extremely general and extensible. Thus an interest 
profile consists of a document identifier, an 
application identifier, and a list of application-
specific attribute/value pairs. In this way, new 
applications only have to inform the server of the 
attributes and how they demonstrate user interest 

when registering. 
While some of these applications support two-way 

communication, this is not required; an application could 
merely provide information to the server or only receive 
interest information from the server. In the current 
architecture, the VKB information workspace application, 
and WebAnnotate browser plug-in support two-way 
communications while PDFPad, Microsoft Word and 
PowerPoint plug-ins support one-way communication. 
Applications also can be categorized into (i) Consumption 
Applications, for examining/annotating existing content; and 
(ii) Production Applications, for creating/authoring content.   

B. Interest Profile 
The interest profile broadly contains three types of 

interest indicators: characteristics of the user, document 
metadata, and the textual content of documents. The user 
features are derived from implicit feedback data. These 
features vary from one user to another as they heavily 
depend on the individual practices. Document metadata 
features are high-level features of the documents that are the 
same across users. Finally, document text features are 
generated from the user’s annotations in consumption 
applications and from the user’s produced content from 
production applications. Document text content provides 
evidence of more focused interest than the general document 
features. Such evidence is important when identifying the 
specific parts of documents that are expected to be relevant.  

Another type of feature important in this work is content 
similarity. Content similarity metrics are used to measure the 
overlap between the textual content of the user’s previous 

Figure 3. Interest Profile Manager (IPM) System Architecture 
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interactions and any future text content. These similarities 
are computed between text considered valuable to the user 
(user authored or annotated text) and all other paragraphs 
displayed in the browser and/or documents in information 
workspace application. The similarity score represents the 
user’s interest expressed through the textual content. 

IV. MODELS OF USER INTEREST 
The user modeling architecture uses the user-

independent and user-dependent document attributes (e.g. 
metadata, term vectors, user-assigned color of annotations) 
to determine classes of user interest. Attributes of the 
document as a whole and textual characteristic of document 
segments are selected based on evidence of interest in 
individual documents. To aid in the creation of descriptions 
of document classes, the user interest server includes term 
vector and metadata analysis capabilities as well as text 
tiling capabilities to allow clients and the server to analyze 
text at the sub-document level. Currently, user-assigned 
annotation color is used to identify the known members of 
an interest class while the identification of documents and 
document components similar to that class is based on the 
other document attributes and user characteristics.  

The next subsections describe the use of topic modeling 
for similarity assessments of textual content in the user 
model or of potential value to the user, the weighting of 
features across the different applications, and the 
development of semi-explicit and unified feedback models.  

A. Topic Modeling of Content 
Content similarity assessment begins by calculating the 

document-topic distributions then by computing the 
divergence between these two document-topic distributions. 
The smaller the divergence is, the stronger the associated 
similarity is. The topic modeling is performed based on the 
document collection that is being used for the current task. 
Given a document collection, we use Latent Dirichlet 
Allocation (LDA) [8] to identify a set of topics. 

LDA is a hierarchical Bayesian topic model that assumes 
each document is a finite mixture of a set of topics ܭ and 
each topic is an infinite mixture over a set of topic 
probabilities. Unlike clustering methods, LDA does not 
assume that each document can only be assigned to one 
topic. Each topic is represented as a set of words that have a 
higher probability than others to appear in the text unit 
related to the topic. Based on the probability distribution of 
words in each topic, we can calculate the probability that 
each document may contain a topic and obtain a document-
topic assignment. 

We use similar study on an search task evaluation to 
determine the feasibility of topic modeling divergence 
methods, the effect of alternate numbers of topic clusters 
anticipated in our context and to select among alternative 
topic modeling approaches [11, 12]. In the current work, we 
set the LDA parameters: a number of topics ܭ = 5, two 
smoothing parameters ߙ = 0.01 and ߚ = 0.01. 
Additionally, the Hellinger distance is used to compare 
document-topic distributions. A detailed description of these 
distance measures can also be found in [11]. 

B. Feature Weights 
Once the user, document, and textual characteristics as 

well as the textual similarity measures are known, the 
environment computes weights for the various features to 
predict the likelihood of interest in additional content. Rather 
than using one set of weights for all users, we train the 
interest model using weighted K nearest neighbor (WKNN). 
This enables weights to adapt to the user-specific patterns 
present in the feature space. The weights for the features 
result in a classifier algorithm that predicts relevance score 
for each paragraph on a 5-point scale from non-relevant to 
very relevant. A comparison of approaches for weighting the 
application-specific features can be found in [11] and [22].  

C. Semi-explicit Relevance Feedback 
Semi-explicit feedback comes from user-annotated text. 

During an information gathering activity, useful documents 
may be long and cover multiple sub-topics; users may read 

some segments and ignore others. The 
browser plug-in WebAnnotate [2] and Adobe 
Acrobat plug-in PDFPad enable basic 
annotation capabilities so that users can make 
persistent annotations on web pages and PDF 
document passages and get suggestions 
within these documents based on estimated 
user interests. Similarly, Microsoft Word and 
PowerPoint plug-ins support creation of 
Authored-text.  
Figure 4 shows the process of semi-explicit 
relevance feedback. Each time a user creates 
an authored-text or annotated-text, this 
information including meta-data content is 
propagated to the user interest server. Each 
annotated-text from a webpage/PDF 
document and/or authored-text is considered Figure 4. Semi-Explicit Relevance Feedback System Architecture 
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a source segment and added to the source list in the Text 
Processor module. We update our source list by computing 
the centroid vector of all annotated-text and/or authored-text 
for the given task and interpolating it with the previous 
source document vector to obtain an updated source list. In 
the scenario shown in Figure 2, the source list used for topic 
modeling is the collection of user annotations (annotated-
text) from the browser and PDF document, and the authored-
text from MS Word or PowerPoint. The interest classes are 
defined based on annotations’ color, type and content using 
the topic modeling described above in Section IV.A.  

To identify segments of new or unread documents to 
bring to the user’s attention, these classes are then compared 
against the target segments using the computed feature 
weights.  The target list is the collection of segments of the 
web documents currently displayed the web browser. These 
segments are generated by the text-tiling algorithm or are 
full-document texts for the search list in VKB application. 
LDA is then used to compute the probability distributions of 
topics from the source list and target list. When a target text 
is classified as having relevance based on its similarity to one 
of the modeled interests, an underline in the browser (the 
intensity varying based on the inferred interest value) or a 
background highlight (in VKB) is used to signal the 
similarity (see Figure 2). In the evaluation below, we 
compare the results of this process to user assessments of 
document relevance. 
 

D. Unified Semi-explicit and Implicit Feedback 
Besides information about text annotated or authored, 

recorded information about application use can be used to 
infer user interest in content. This process of implicit 
relevance feedback is all that is possible in some contexts but 
studies show that it alone is not always adequate to estimate 
user interest and performs worse than models using semi-
explicit feedback [8, 15]. When available, implicit ratings 
can be combined with existing semi-explicit relevance data 
to form a unified feedback model that may be even better 

than models based on semi-explicit feedback 
alone at predicting user interest.  

We utilize a set of implicit feedback 
indicators during a document reading activity 
to characterize the interactions between the 
user and documents. These document reading 
activities include user actions during a 
passive reading in a consumption application 
(web browser or PDF document reader). This 
consists of time spent in a document, number 
of mouse clicks, number of text selections, 
number of document accesses and 
characteristics of user scrolling behaviors 
such as number of scrolls, scrolling direction 
changes, time spent scrolling, scroll offset, 
total number of scroll groups. Furthermore, 
we collect time spent on a production 
application (MS Word or PowerPoint), focus 

in/out and other formatting activities.  
Figure 5 presents the unification process where both the 

semi-explicit (see Figure 4) and implicit relevance feedback 
from user interactions are available for interest inference. In 
this context, the content and process of the semi-explicit 
modeling are identical to those described in Section IV.C. In 
addition, the modeling system receives an implicit relevance 
feedback record concerning user activity every 10 seconds 
or whenever there is a focus-out event from the browser 
application. This current sliding-window record is 
aggregated with the user profile and running-interaction 
event record for implicit rating calculation.  

The different forms of implicit feedback (e.g. time in 
browser, mouse clicks) included in the interaction event 
records for the currently active web document are weighted 
based on the learned feature weight values (see section 
IV.B). Next, these weighted feature values are normalized 
and used in the implicit rating calculations. We calculate 
implicit rating  ܴூ(݅) for the current document ݅ from, ܴூ(݅) =  ෍ ௝ݓ ௝݂(݅)௝∈ி    (1) 

Where  ݓ௝  is the weight for each feature ݂ of the implicit 
feedback generated from WKNN.  All the features ݆ ∈  ܨ
were normalized to  zero mean and unit variance.  

Next we calculate the rating similarity for the rest of the 
web documents in the VKB search list. We update similarity 
for each search list web document; which is the similarity 
between currently open web documents (in the Firefox 
browser).   

When only implicit relevance feedback is available: We 
infer interest value for the documents in the VKB search list 
by calculating the relative similarity using equation, ܴ௏௄஻(݇) =  ܴௌ(݇) × ܴூ(݅) (2) 

Figure 5. Unified Relevance Feedback System Architecture 
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Where, ܴ௏௄஻(݇) is the similarity value for the document ݇ in information workspace application search list, ܴௌ(݇) is 
the similarity between documents ݇ and  ݅ (see section 4.1). ܴூ(݅) is the implicit similarity (equation 1) value of the 
currently active web page ݅.  

When both semi-explicit and implicit relevance feedback 
are available: We infer interest value for the documents in 
the VKB search list by calculating the relative similarity by 
defining a scalar valued interest prediction from both semi-
explicit and implicit models by equation, ܴ௏௄஻(݇) = 0.481 + (݅)ாܴߙ   + (݇)ௌܴ]ߚ × ܴூ(݅)] (3)   0 ≤ ܴா(݅) ≤ 1, ܽ݊݀  0 ≤ ܴூ(݅) ≤ 1  

Where ܴா(݅) is the similarity score estimated from semi-
explicit feedback model,  ܴூ(݅) is an implicit feedback 
estimated from the equation 1, and ߙ = 0.264, ߚ = 0.269, 
are scaling factor representing the relative importance of the 
semi-explicit and implicit feedback (learned from multiple 
regression). 

V. EXPERIMENTAL EVALUATIONS 
To evaluate the effectiveness and generality of our 

models we assessed how effective our interest indicators are 
in recognizing user interests and providing 
recommendations for information gathering tasks. A total of 
30 subjects were recruited from the university community: 
21 respondents were male and 9 were female. Ages of 
respondents ranged from 20 or younger to 50 or older but the 
majority (57%) were from the 21-25 age group, with 17% 
from 26-30. Most of the respondents had work experience 
and 50% had already received a graduate degree (MS, 
MPhil, PhD.) The remaining participants reported either 
already receiving a Bachelor’s degree or being currently 
enrolled in a Bachelor’s degree program. 46% of the 
participants had an engineering background (Computer 
Science, Computer Engineering, and Electrical Engineering) 
and the others were from diverse areas. All participants 
reported daily computer use. They were highly internet 
literate with 93% reporting heavy usage. 

A. System Evaluation Configurations 
The study compared three different system 

configurations depending on the availability and type of 
recommendations: 1) the baseline system without any 
recommendations, 2) recommendations from only the semi-
explicit system (authored text and/or annotated text), and 3) 
recommendations from the unified system (implicit 
relevance feedback + semi-explicit). The participants were 
randomly assigned to one of 6 groups that each used two of 
the above three configurations (see Table I).  The 
assignments to each group had equal numbers of the 
participants to be balanced. In brief, after learning about the 
system, the participants were asked to perform two tasks (see 
section V.B) in each system configuration according to the 
group they belong to.  

 

B. User Tasks and Procedures 
Task Definitions: Participants were employed acting as a 

research librarian for the user study. Participants were 
given 2 information seeking tasks and set of application tools 
(VKB, Mozilla Browser enabled with WebAnnotate, 
Microsoft Word, Microsoft PowerPoint and Adobe Acrobat 
Writer) to prepare a summary report and a presentation. For 
each configuration, the participants were asked to prepare a 
Microsoft Word document and Power Point presentation on 
a topic with a pre-selected set of 8 web documents and 2 PDF 
documents. The participants were asked to annotate the 
relevant content in Mozilla Firefox web browser and Adobe 
Acrobat Writer (PDFPad plug-in tool) and author content in 
Microsoft Word and PowerPoint. 

TASK 1: What is Mars One Project? Find information 
related to Mars One project and prepare a summary Word 
Document and PowerPoint presentation.  

TASK 2: How to improve your credit score? Find 
information related to this topic and prepare a summary 
Word Document and PowerPoint presentation.  

During the completion of the task, participants were 
asked to complete initial demographic survey and another 
task-specific questionnaire after completion of each task 
depending on the configuration (baseline, semi-explicit, and 
unified). At the end they were given a questionnaire which 
asked questions about their experience using the 
applications. In addition to the post-task questionnaire, we 
ask participants to rate the relevance of each of the given web 
documents (8 for each task). These ratings were on a scale 
from 1 to 5 (1 being non-relevant, 5 being very relevant).   

TABLE I. TASK CONFIGURATION 

 Tasks 1 Tasks 2 
Group 1 Baseline  Semi-explicit 

Group 2 Semi-explicit Baseline 
Group 3 Baseline Unified 

Group 4 Unified Baseline 

Group 5 Semi-explicit Unified 
Group 6 Unified Semi-explicit 

 
While the users were performing the task activities, user 

actions in each configuration were logged. The log of the 
task active time includes the start of the first application and 
the end of the session by closing the last application. Most 
participants spent between 60-90 minutes to complete both 
tasks and the questionnaires. For the purpose of this study, a 
task-session is defined by a continuous series of logged 
interactions that refers to the start and end of system server 
application. Results and analysis 

C. Comparing Task-Specific Results 
The two tasks were developed to be comparable in the 

amount of information provided and difficulty of content. 
Even so, information task performance can be affected by a 
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wide range of domain characteristics and the prior 
knowledge of participants. 
TABLE II. TASK-WISE INTERACTIONS OF RECOMMENDATIONS 

 Semi-explicit Unified  
Task 1 4.1  0.2 4.2  0.2 
Task 2 3.6  0.4 4.3  0.2 

 

Table II shows the average participant agreement with 
the statement “the recommendations were relevant for the 
task” (rated 1 to 5 where 1 was strongly disagree and 5 was 
strongly agree) based on the task and the relevant system 
configuration. For task 1, the quality of recommendations is 
not significantly different between those experiencing the 
semi-explicit and unified interest models. For this task, the 
two techniques appear to have performed quite similarly. For 
task 2, there is a larger difference (3.6 for semi-explicit 
versus 4.3 for unified) that indicates the unified modeling 
seems to have performed better for this task. While we do 
not know what features of the task/participant caused this 
effect, it indicates that there could be tasks where unified 
interest techniques are more valuable than others.  

D. Topic Modeling Approach Selection 
We evaluated alternative topic modeling approaches 

within our context to determine how well they would work 
with the type of data available (a small collection of small 
and large segments of annotated or authored text). We 
applied LDA to compute the probability distributions of 
topics for two or more selections of textual content. We then 
used three distance measures; Hellinger Distance (H), the 
Kullaback-Leibler divergence (KL), and the Jensen-
Shannon divergence (JSD), to calculate the divergence 
between these probability distributions and compared those 
assessments to the user-provided assessments. In addition, 
we also evaluated the performance of a Non-negative Matrix 
Factorization (NMF) model and traditional TF-IDF method 
to the three LDA-based techniques.   

TABLE III: PERFORMANCE COMPARISON OF 4 SIMILARITY 
MEASURES. THE BEST-PERFORMING CONFIGURATION IS IN 

BOLD.  
 Precision Recall F1 Accuracy 

LDA+H 0.944 0.367 0.499 0.722 
LDA+KL 0.954 0.350 0.485 0.719 
LDA+JSD 0.736 0.548 0.576 0.713 
NMF 0.814 0.418 0.500 0.692 
TF-IDF 0.247 0.396 0.287 0.237 
 

To compare these approaches, we collected a set of text 
selections from web documents that indicated relevance to 
given search tasks. The data was based on 17 participants 
selecting the relevant paragraphs (text segments) from a set 
of 20 pre-selected web documents for each of five different 
information gathering tasks. This resulted in a total of 1267 
text segments being selected across the 100 documents. To 
assess the quality of the topic modeling alternatives, we used 
each of the user-selected text segments to predict the 

remainder of that user’s selections based on the similarity 
metrics. When the user-selected paragraph reached a 
similarity value of 0.5 (experimentally chosen to have 
reasonable performance) it was assumed to be recommended 
by the system. When a system-generated recommended by 
the system was indeed one of that user’s other selections, it 
was counted as a true positive. When a paragraph in the text 
did not reach that threshold it was counted as a true negative.  
Table III presents the resulting average precision, recall, F-
measure and accuracy across the 5 search tasks.  

E. Comparison of Model Performances 
In order to more completely evaluate the semi-explicit 

and unified model performance, we compare the user’s post-
task ratings for each of the documents and the computed 
ratings from both semi-explicit and unified models. Where, 
unified* is the model learned from the multiple regression. 
The ߙ = 0.264, ߚ = 0.269 are scaling factor representing 
the relative importance of the semi-explicit and implicit 
feedback in the unified* model. The root-mean-square error 
(RMSE) between the inferred rating and the user rating is 
used to quantify each model’s error.  

TABLE IV: MODEL PERFORMANCE FOR PARTICIPANTS BASED 
ON THE INDIVIDUAL USER RELEVANCE RATINGS (IURR) AND 

AVERAGE USER RELEVANCE RATINGS (AURR). THE BEST-
PERFORMING CONFIGURATION IS IN BOLD.   

 Semi-explicit  Unified Unified* 
IURR 0.31  0.05 0.40  0.19 0.36  0.04 
AURR 0.28  0.04 0.30  0.13 0.28  0.03 

 
Table IV shows that the semi-explicit model results in 

less error than the unified* model of the participants. While 
the difference is not statistically significant, including the 
implicit feedback may result in greater error when 
considerable semi-explicit feedback is available. 

The IURR compares the models’ performance to the 
relevance rating of the individual participant being modeled. 
AURR presents the error when the average document 
relevance across all 30 study participants is considered as the 
ground truth. The semi-explicit model and unified* are 
comparable based on the resultant RMSE values.  

The RMSE results indicate that semi-explicit feedback, 
in the form of authored or explicitly annotated text is of high 
value in modeling user interests. Unfortunately, such 
information is not available when recommendations are 
being made. This is true early in an information task, before 
the user has authored or annotated much. As such, we expect 
that comparing the results of a model built based on the final 
set of semi-explicit feedback may be obscuring the value of 
including the implicit feedback in the system.   

VI. DISCUSSION 
Our system and tool set supports a wide range of potential 

applications communicating with the user interest 
server.  To affect the contents of the user interest model an 
application must be augmented to capture some information 
about content and its usage.  The features described are 
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occasionally specific to the applications (e.g. MS Word and 
PowerPoint, Firefox) but similar features would be available 
in most content producer and consumer applications 
involving text. Thus, the overall architecture and approach 
will generalize across a wide range of software applications.  

The evaluation of the alternative modeling techniques 
involved collecting activity data and post-task relevance 
assessments for a common type of activity: rapidly 
browsing/reading content and writing a report or 
presentation based on that content.  While other types of 
information tasks exist, this is a frequent and broad enough 
category of task to warrant investigation. The user 
evaluation includes pre-tasks questionnaires, the tasks, data 
collected, and results which are what is required to 
investigate techniques for merging the evidence from 
multiple applications into a predictive model. 

The experimental results also show that incorporating 
implicit feedback in page-level user interest estimation 
resulted in significant improvements when there is only 
indirect evidence available for user modeling. Furthermore, 
incorporating semi-explicit content (e.g. annotated text) with 
the authored text is effective in identifying segment-level 
relevant content. We find that the unified models are 
reasonable in assessing the document value when the semi-
explicit (authored/annotated text) data is not available and 
comparable with semi-explicit only model when both types 
of feedback are available for inferring user interests.  

VII. CONCLUSION 
Accurate models of user interest are valuable in 

personalizing the presentation of the often large quantity of 
information relevant to a query or other form of information 
request. Our current software framework helps capturing 
user activity across multiple applications and combining this 
activity data in a user interest model to aid information 
delivery.  The interest generated based on semi-explicit 
feedback were viewed the same as those from unified 
feedback and the semi-explicit feedback was comparable to 
those from unified feedback in terms of matching post-task 
document assessments.  

Our results open up many possibilities for using unified 
feedback in predictive tasks, especially in the context of 
search personalization. Since we have a model that relates 
this unified feedback to ratings, we can use methods used for 
explicit feedbacks on unified data. We are currently creating 
a future study to compute and evaluate the quality of the 
semi-explicit and unified models over large scale, longer 
term (longitudinal) study with variety of more common 
tasks.   
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