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Abstract

The Order Statistic model of reliability growth offers improved

- experimental design, and
- flexibility in testing methodology

compared to conventional reliability growth models. It permits prediction of operational reliability without requiring that testing be conducted according to the operation profile of the program input space.

This paper presents the first experimental use of the Order Statistic model under a test plan that combines both representative and directed tests. Results suggest that this is an effective way to obtain quantified measures of test quality without abandoning the advantages of directed test methods.

1 Introduction

There is a substantial body of literature devoted to directed testing methods, which manipulate the choice of test inputs so as to increase the probability and/or rate of fault detection. These include most well-known testing methods, including functional and structural testing, data flow coverage, mutation analysis, and domain testing[1, 15]. Historically, a difficulty affecting the deployment of these methods has been the lack of any quantified measure of test effectiveness with external referents (i.e., that is not based upon properties defined by the criterion itself).

In contrast, a variety of reliability growth models provide quantified measures of test effectiveness in terms that are directly relevant to project management [8, 10, 14], but at the cost of restricting testing to representative selection, in which test data is chosen to reflect the operational distribution of the program’s inputs. During testing, data is collected on the observed times between program failures (or, similarly, numbers of failures within a time interval). These observations are fitted to one of various models, which can then be used to estimate the current reliability of the program.

In [11, 13], we present an Order Statistic model of reliability growth. This model can employ an arbitrary mixture of program failure rate data, as in conventional reliability growth models with fault failure rate information obtained via post-mortem analysis of the debugged faults. The primary advantages of this model are:

- Test planners regain the flexibility to employ their best testing practices, whether those involve directed testing, representative testing, or a mixture of the two. The choice of testing method is no longer solely determined by the desire to predict operational reliability.
- More robust experimental designs can be formulated by taking advantage of a wider variety of options for data collection.

In [11], we introduced the Order Statistic model, and presented an experiment in which it was employed on purely representative tests, using program failure (interfailure time) data. The Order Statistic model was shown to be competitive with conventional reliability growth models “on their own turf”. This result was reassuring, but the experimental design deliberately did not take advantage of the Order Statistic model’s flexibility, as doing so would have prevented comparison with the other models.

In [13], we presented an experiment in which the Order Statistic model was employed with fault failure rate data obtained during directed testing. Results of this experiment were mixed. The Order Statistic model fitted well to the observed data, the model proved useful in related data analysis such as the identification of outliers in the observations. But the final predictions of program reliability were unacceptably optimistic.

We speculate that a major reason for the poor prediction lies in what we term an “integration effect”. We were attempting to predict program failure rate based entirely upon observations of the failure rates of individual faults. The program failure is (approximately) the sum of the failure rates of the undetected faults. We might make an analogy between this prediction procedure and an attempt to predict the value of an unknown function given information about its first derivative. Although the shape of the function can be obtained via integration, the precise values can be offset by an arbitrary constant. Similarly, we believe that exclusive use of fault failure rate data in our model allows the estimate of program failure rate to “drift” up or down in response to minor fluctuations in the set of observations.

The obvious response to this possibility is to combine observations of program failure rate with observations of fault failure rates. Because program failure rate information is easily obtained during
2 The Model

2.1 Assumptions

The Order Statistic model is based upon the following assumptions:

1. The fault detection rate remains constant in the interval between corrections.
2. Faults are corrected “perfectly”, without introducing new faults into the software.
3. The testing process is biased, tending to find faults with higher failure rates earlier.
4. Faults in a program have failure rates \( \phi \) distributed with density \( f(\phi) \) and cumulative distribution \( F(\phi) \).
5. Failures are independent.

These assumptions are equivalent to, in some cases, considerably relaxed from those imposed by conventional reliability growth models [5].

Assumption 1 is common to most reliability growth models, and leads to the use of the exponential distribution to describe failure times after each repair.

Assumption 2 in many models takes the stronger form:

2'. Faults are corrected perfectly and instantaneously.

The Order Statistic model is not coupled to a particular test and debug process, and so does not require instantaneous repair. It does assume perfect correction, a common requirement, though not a universal one.

Assumption 3 replaces the more common assumption that

3'. Test selection is performed in a manner consistent with the distribution of inputs under eventual operation.

This assumption generally regarded as central to reliability growth modeling [5], and is used to conclude that

3d' Faults are found in decreasing order of failure rate (except in the Jelinski-Moranda and related models that assume, even less realistically, that all faults have identical failure rates.), and

3f' The rate of failure during testing is identical to the rate of failure under operation.

But 3d' is simply the most likely among many possible detection orders, and deviations from this order are almost certain in practice. Our weaker assumption 3 leads to the same ranking of probable detection orders. Furthermore, the use of order statistics allow the Order Statistic model to correct many deviations from the most probable ordering and to detect many serious deviations that cannot be corrected.

3f' leads to the exclusive use of time to first failure as the observable quantity during reliability modeling. But time to first failure data is inherently noisy (the standard deviation of each observation is equal to its expected value). The Order Statistic model can be used with a variety of observables that provide estimates of fault or program failure rates.

Assumption 4 simply indicates that the fault failure rates follow some distribution. In practice, applying the Order Statistic model currently requires a further assumption as to the particular distribution involved. To date, we have employed the log-normal distribution because of its flexibility and its affinity for data sets that span many orders of magnitude. This can be compared to Littlewood’s choice of the gamma distribution, for its similar flexibility [9] and can be contrasted with several models that assume that all fault failure rates are equal [5].

Assumption 5 is also nearly, if not completely, universal among reliability growth models. Although interactions among faults are known in practice, there is surprisingly little data indicating whether these interactions are statistically significant. Hoppa and Wilson have examined these interactions, but do not isolate their effects from differences in the fault detection order [6].

2.2 Definitions

In the process of developing a software artifact, there are many potential faults that could be injected into the code. Given a set \( Z \) of potential faults, let the operational failure rates, \( \phi \), associated with the faults in \( Z \) be distributed with density \( f(\phi) \) and cumulative distribution \( F(\phi) \). As the software is written, some of the faults from \( Z \) are inserted into the code. We model this as a selection of \( n \) faults from the set \( Z \).

At any point in the test process, we will have detected and removed zero or more of these faults. Let \( \phi_j \) be the debugging sequence, the sequence of operational fault failure rates in the order in which the corresponding faults have been (or will be) repaired.

Fault failure rates and program failure rates \( (\lambda) \) are related. Assuming independent behavior by different faults, then after repairing \( k \) faults, we have:

\[
\lambda_k = 1 - \prod_{j=1}^{n} (1 - \phi_j)
\]

If the fault failure rates are small,

\[
\lambda_k \approx \sum_{i=k+1}^{n} \phi_i
\]

From \( \lambda_k \) we can easily obtain estimates of the time to next failure and of the program reliability. Unfortunately, this is not a particularly useful expression of \( \lambda_k \) because it depends upon the failure rates of the faults that remain undetected. We therefore move to consider the derivation of alternate estimators for \( \lambda_k \).

2.3 Order Statistics

The debugging sequence \( \phi_j \) is ordered according to the order in which faults are repaired. Consider the possibility of sorting these

\[1\] It is actually only essential that the observed faults be so ordered, but it is convenient to extrapolate this sequence so that we can describe our progress at any time in terms of the number of faults detected.
failure rates into ascending order by value. Let $$\Phi_{r:n}$$ denote the sequence obtained by sorting the debugging sequence into ascending order. $$\Phi_{r:n}$$ is called the $$r$$th order statistic of the debugging sequence for a sample of size $$n$$.

The distribution of the $$\Phi_{r:n}$$ is characterized by the density function

$$f_{r:n}(\phi) = r \binom{n}{r} F^{r-1}(\phi) f(\phi) (1 - F(\phi))^{n-r}$$

(1)

with the cumulative distribution

$$F_{r:n}(\phi) = \sum_{i=1}^{r} \binom{n}{i} F^i(\phi) (1 - F(\phi))^{n-i}$$

(2)

After repair of $$k$$ faults, we can therefore predict the failure rate of the next fault as $$E(\Phi_{n-k:n})$$, and can estimate the current program failure rate as

$$\lambda_k = 1 - \prod_{j=k+1}^{n} (1 - E(\Phi_{n-i:n}))$$

or, if the remaining fault failure rates, are small,

$$\lambda_k = \sum_{i=k+1}^{n} E(\Phi_{n-i:n})$$

2.4 A Debugging-Based Modeling Process

We advocate a reliability estimation process in which

1. Programs are tested using mixture of representative and directed tests. The choice of mixture would be made largely for economic and test quality reasons, rather than simply to facilitate reliability modeling.
2. As repairs are made, data is collected on $$\lambda$$'s and/or $$\phi$$'s, as appropriate.
3. Periodically, the $$\lambda$$ and $$\phi$$ data are fitted to the ordered statistic reliability growth model.

Inputs to the Order Statistic model fitting process consist of estimates of program failure rates after the repair of $$k$$ faults and/or estimates of the failure rates of individual faults.

These estimates can be performed in a variety of ways as described in [11, 13].

2.5 Applicability

2.5.1 Representative Testing

Representative testing clearly satisfies our assumption that the testing process by biased by failure rate. Conventional reliability growth models have assumed that the debugging sequence (the order in which faults are found) occurs in decreasing order of failure rate. In practice, exact adherence to this order is unlikely. Hoppa and Wilson have argued that many models are extremely sensitive to permutations in the debugging sequence [6].

Under the Order Statistic model, however, even if faults are found out of order, the explicit sorting of $$\phi$$'s eventually corrects this permutation. (If only $$\lambda$$ data has been collected, then we are no better off nor worse than conventional models.)

2.5.2 Directed Testing

Advocates of representative testing have frequently assumed that directed testing finds faults in an arbitrary order unrelated to their operational failure rates [2, 7]. We are unaware of any experimental support for this assumption, and, in [11], we discuss a number of reasons for regarding this assumption with skepticism. The Order Statistic model can actually be applied without invoking the assumption of a biased test process, though we do not expect the results to be as useful in practice [11].

We believe it far more reasonable that some correlation will exist between the order in which faults are detected during directed testing and the operational failure rates of those faults. We propose the following:

**Ordered Testing Property:** For a given directed testing method, as we approach coverage of the method, the set of $$k$$ faults revealed will be approximately the $$k$$ faults with the largest individual operational failure rates.

This property allows for the possibility that testing to some coverage criterion may indeed find faults in unpredictable orders (e.g., depending upon the order in which the testers choose to cover statements, branches, data flow interactions, or whatever). But the aggregate set of faults found under a criteria should exhibit the desired bias toward more frequently occurring faults.

In [11] we report on one project for which the hypothesis that the orders of fault detection under directed and representative testing are uncorrelated was rejected with a statistical confidence of 99.7%.

3 Experimental Design

3.1 The Data Set

The basis for this study was a data set obtained in prior research conducted by Wild, Zeil, et al.[16], where the authors tested the Launch-Intercept-Control (LIC) software system [4] using both representative methods and a particular directed testing method known as Knowledge-Driven Functional Testing (KDFT), a technique that combines expert information about the software domain with conventional functional testing.

In the original experiment, 100,000 tests were generated according to the operational input distribution and the number of occurrences of each discovered fault was recorded. The resulting operation fault failure rate estimates appear in the “Random” column of Figure 1. The KDFT technique produces a number of test categories, each of which must be exercised at least $$k$$ times for a level-$$k$$ KDFT coverage. 100 test cases were randomly generated for each test category. Again, the number of failures for each fault was observed. The highest failure rate for a given fault in any test category is appears in the “KDFT” column of Figure 1. In this experiement, this rate is used to estimate the probability of a fault’s being detected during a 1-test-per-category KDFT coverage. (This estimate, in fact, is biased toward lower rates, because it takes only a single category into account for any fault.)

As noted earlier, most reliability models assume that faults are found in decreasing order of failure rate, but deviations from this sequence are almost certain in practice. To examine the effects that different debugging sequences can have upon reliability estimation, simulated debugging sequences were generated from the failure rate data and the resulting failure rate data was used as input.
into selected reliability growth models. The process of generating the simulated debugging sequences is described in the next section.

### 3.2 Mixed Testing Methods

Four simulated debugging sequences for both representative testing and a mixed representative-and-direct approach to testing were generated from the failure rate data of Figure 1. The mixed approach was modeled as using representative methods at the start of testing and switching to directed methods later. Although somewhat unconventional, this plan offers significant advantages especially when very high reliability is sought [11, 13].

The mixed method data was used as input into the Order Statistics model. The representative testing data was used as input into the Jelinski-Moranda model (or the Musa Basic model, which in this treatment is equivalent), and the Musa Log model.

### 3.3 Generating Representative Debugging Sequences

The generation of debugging sequences from representative testing involved simulating the execution of 100,000 representative test cases. This number of representative test cases is the same number of cases generated and executed in [16]. For each simulated test case in this experiment, the probability of exposing a given fault was dictated by the operational failure rate of that fault.

For example, if given fault in the program had an operational failure rate of \( \frac{1}{1000000} \), then on each iteration of the simulation (1-100,000), a random number between 1 and 1,000,000 was generated. If the value of this random number was less than or equal to \( \frac{2}{1000000} \), then this fault was considered to be revealed by this simulated test case, and the failure time (iteration number) was recorded.

Simulating 100,000 test cases iterations resulted in a set of system failure times that were converted to interfailure times, and then to program failure rates. The resulting debugging sequences are shown in Figure 2. Note that for most faults there are significant differences between the failure rates obtained by replicated measurement (in the “Random” column of Figure 1) and the rates obtained by the simulated TFF technique of Figure 2. These differences are to be expected, given the exponential distribution of TFF, and illustrate our concern about the noise level associated with this, the most common data collection technique for reliability modeling.

### 3.4 Generating Mixed Debugging Sequences

The process of simulating a mixed approach to testing was somewhat more involved than for purely representative testing.

#### 3.4.1 Determining the Testing Cross-Over Point

Before simulating a mixed method testing process, the point at which simulated testing would switch from representative methods to directed methods had to be identified. The actual determination of this cross-over point would, in practice, be made by testers when they feel that representative testing is starting to “take too long”. For this experiment, the cross-over from representative methods to directed methods was made when the first interfailure time exceeding 1000 tests was observed.
### 3.4.2 Determining Fault Exposure Under Mixed Testing

For each mixed debugging sequence, the representative failure rate data for the sequence is taken from the corresponding generated representative debugging sequence. Thus, the data in each generated mixed testing set matches the data in the corresponding generated representative testing set up until the crossover point. For example, in the first pair of generated debugging sequences, the first 26 values of the representative data set are identical to the first 26 values of the mixed data set.

After reaching the cross-over point (1000 tests without a failure), the behavior of the software when executing five passes through the refined functional test cases of [16] was simulated. (Although most coverage criteria are satisfied by a single instance of each distinct test class, the KDFT method specifically explored the effects of requiring multiple instances.) Typically, the first pass through the directed test suite usually ended up finding over ninety percent of the faults that were found during the five iterations.

For each pass, the probability of that fault’s being revealed is taken from the occurrence rate listed in the “KDFT” column of Figure 1. The resulting debugging sequences are given in Figure 3. This figure presents the list of faults detected, in the order of detection. For the purpose of this experiment, faults found under representative testing are assumed to have been observed with the same program failure rates as in the corresponding debugging sequence of Figure 2. The rate at which faults are detected during directed testing is not used by the Order Statistic model. Faults found under directed testing are associated with fault failure rates from the “Random” column of Figure 1. This is consistent with the use of a focused, replicated sampling process to determine the fault failure rate, as described in [11, 13]. Note that some directed test passes after the first did not reveal any new faults.

### 3.5 Fitting

After the data sets had been generated, they were used as input to several reliability models and the results were compared. Maximum likelihood estimators for the Order Statistic model are unknown, so we employ least-squares estimation. For consistency, we chose to employ least-squares for all models in this study.

The fitting error in all cases was computed as

$$
\epsilon = \sum_{i=1}^{n} \left( \frac{\text{predicted}_i - \text{observed}_i}{\text{observed}_i} \right)^2,
$$

normalizing all errors to treat each prediction with equal weight.

### 4 Results

The analysis of the models consisted of generating OP (Observed versus Predicted) plots for each model for each data set, comparing the best fits for each model for each complete data set, and comparing the stability of the models using parameter progression plots.

#### 4.1 Predictive Accuracy Of The Models

Figures 4–7 show the OP plots that were obtained for each model for each debugging sequence. Looking at these plots, it is evident that Order Statistics model has fewer points plotted than do the
Figure 5: OP Plots For Debugging Sequence Two

Figure 6: OP Plots For Debugging Sequence Three
order Statistics model. This difference stems from the Ordered Testing Property. Under purely representative testing, every fault that is found is represented on the OP plot by its program failure rate. The Order Directed Testing Property, however, dictates that predicted program failure rates will only have meaning under directed testing as testing nears coverage. For this reason, instead of plotting 10–15 points corresponding to the faults found under directed testing, only 1–5 points are plotted on the OP plot——one for each prediction made following a directed testing coverage pass that revealed additional faults.

The sum of the squared normalized error (Equation 3) for each model was averaged over the number of predictions. These average errors are shown in Figure 8. It is difficult to tell much difference between the models simply by looking at the plots, but the data in Figure 8 indicates that the Order Statistics model and the Musa Log model perform similarly. Both of these models performed better than the Jelinski-Moranda model.

4.2 Best Fits For Each Model

Figure 9 shows the fit of each model to the full data sets for debugging sequence 1. (Plots for the other debugging sequences are available in [12].)

One feature of note is the discontinuity present in the plots for the Order Statistics model. This discontinuity is caused by the switch from representative testing to directed testing in the mixed method approach to testing. When representative testing is used, the program failure rates are plotted. Once testing switches to directed methods, fault failure rates are plotted. Therefore, the discontinuity in the best fit plot reflects the fact that program failure rates values are generally an order of magnitude (or more) larger than fault failure rate values. Combination of these two different quantities into a single fitting process without biasing the results was accomplished via the normalization of equation (3).

Upon examination of the best fit plots and the data in Figure 10, it is apparent that performance of the Order Statistics model when fitting to the entire data set compares favorably to the other models. For all of the test sets, the error measure for the Order Statistics model is similar to or better than the error measure for the Musa Log model. The error measures for the Order Statistics model and the Musa Log model are much better than the error measures for the Jelinski-Moranda model.

One of the most important observations to be made about the best fit plots is that the Order Statistics model does a very good job of fitting to the fault failure rates present in the mixed method data sets. The fact that the fault failure rates are sorted into descending order by the Order Statistics model, along with the fact that the fault failure rate observations are visibly less noisy than the program failure rate observations seems to improve the goodness of fit.

4.3 Parameter Progressions For Each Model

We examined the progressive values of the fitted model parameters as successive data points were added to each debugging sequence. Detailed plots can be found in [12]. These progressions provide insight into the stability of each model in the face of perturbations to the input.

None of the models exhibited particularly wild swings in parameter values except for the initial stages of sequence 1. The final parameter values of the Jelinski-Moranda and Order Statistic models were largely unaffected by the debugging sequence, but the final para-
The data presented here support the contention that the Order Statistic model is a viable approach when combining directed and representative testing.
The quality of predictions from the Order Statistics model under mixed testing and the Musa Log model under representative testing are very similar. Both of these models seem to provide better fits and predictive performance than the Jelinski-Moranda model.

An important difference between the Order Statistics model and the Musa Log model, however, is that the Order Statistics Model required far fewer test cases to generate its failure set, because it used a mixed method approach to testing that utilized directed testing. Of course, since it is more expensive to generate a directed test case than a representative test case, this advantage may be somewhat offset or negated. Nonetheless, the use of multiple testing methods for reliability assessment should yield a more robust and comprehensive testing process than would be obtained if a single method were used.
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